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Preface

Sapthagiri College of Engineering, Bengaluru was established in the year 2001 by Srinivasa Education and
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Charitable Trust with a vision to transform its students into competent, inspired and responsible professionals. It

1s one of the best Engineering Colleges in India.

It 1s our great honour and pleasure to publish the Proceedings of the International Conference on Global
Convergence 1n Technology and Entrepreneurship, Computing and Value Engineering, Principles and
Practices - 2021 (ICGCP - 2021). The conference was held on 16" and 17" July, 2021 in virtual mode. The
conference was organized to encourage the young research minds and also to bring all researchers, academaics,

scientists, industry experts, on a common platform.

Present global scenario demands unprecedented actions and efforts to converge social, economic and
environment 1ssues. Science, Technology and Innovations in the area of Internet of Things, Artificial
Intelligence, Bio-Technology, Nano Materials and Renewable Energy must play a key role in achieving these
goals. The call for Make 1n India products by the central and state governments has given impetus to start-ups
and entrepreneurships. The conference covered all emerging areas of Science, Engineering and Technology

towards fulfilling the objectives.

The response to call for papers was excellent. More than 500 papers were received from across the country, out
of which 320 papers were selected for presentation and publication in the proceedings. These papers provided a

wide spectrum of research covering all the areas for which the conference was intended.

We wish to express our deepest thanks and gratitude to speakers B.R. Indushekar Head, Operations
Development Volvo Construction Equipment, Bangalore and Dr.Yared Abera Ergu Dean, School of
Technology Ambo University, Ethiopia for delivering keynote addresses. We would like to express our gratitude
and appreciation to the authors for their contributions. Many thanks go as well to all of the reviewers who
helped us maintain the quality of the research papers included in the Proceedings. Our sincere thanks go to the
Management for their encouragement and support for conducting the conference. We also express our sincere

thanks to the members of the organizing team for their dedication and hard work.

Conference Chair of ICGCP - 2021
Dr. Ramakrishna H

Principal.

Conference Co-Chair
Dr. Shripad Markande
Prof. & Head, Department of Mathematics.

On behalf of the ICGCP - 2021 Organizing Committee
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Sri. G Dayananda

Chairman

It gives me immense pleasure in congratulating the Chairman and team members of ICGCP- 2021, on
successfully hosting the two days international conference at Sapthagiri college of Engineering. We are
overwhelmed by the kind of response received by the research scholars across the country and I wish
all of them a bright future and successful career. Also I would like to appreciate the contributions from
the Principal, Heads of Departments, faculty and staff of the college for joining their hands in

successful conduct of the international conference.
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Director

Sri. G.D Manoj

Executive Director

On this occasion, I express my heartiest congratulations to all the participants of ICGCP-2021 for
presenting and publishing their research findings in the international conference. I hope that, the
two-day mternational conference has motivated faculty, research scholars and students to continue
their research. Also on behalf of the Management, I would like to extend my appreciation to the
sincere efforts of Principal, Heads of Departments, and Staff members of Sapthagiri College

Engineering.
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Dr. H Ramakrishna

Principal

At the outset I would like to congratulate the entire team of ICGCP-2021 for successfully organizing
“Global Convergence m Technology, Entrepreneurship, Computing and Value Engmeering:
Principles and Practices - 20217 which witnessed active participation of more than 320 research
scholars from across the Karnataka and outside. On this occasion, I would like to thank our
Chairman, Shri. G. Dayananda and Executive Director, Shri. G. D. Manoj for the magnanimous
support extended 1n organizing the conference. I would also like to congratulate all the faculty,
research scholars and undergraduate students for publishing their research works in the conference
and I hope that the two-day mteraction has motivated them to further pursue their research work
and contribute to society. Also I would like to appreciate the efforts of session chairs / reviewers /
heads of departments / technical support team for their contributions in adding value to all the
sessions. Finally, I would like to congratulate the team ICGCP-2021 for bringing out the
proceedings of the conference i a precise manner and for making it available for the researchers’

community.
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Abstract - Traffic sign recognition system is very much
necessary to ensure the safety while driving. These
systems help drivers to easily identify the sign and follow
them. In any machine learning algorithm the dataset is
first trained and then the input data is given to the
trained model for further processing. Pre-processing is
performed to remove noise. Features from the images
present in the dataset are extracted to classify them
under different categories. Various techniques such as
color segmentation, shape analysis, by obtaining the
region of interest and so on, are used to extract the traffic
signs to perform the recognition. CNN and SVM are the
algorithms which can be used for classification of traffic
signs. CNN has provided better results compared to SVM
based on the research.

Keywords - Convolutional Neural Network (CNN), Traffic
Sign Recognition, Classification, Image Pre-processing,
Support Vector Machine (SVM).

I. INTRODUCTION

In modern society with the rapid development in technology,
automobiles have become significant in everyone’s life as it
has introduced convenience to people. Today cars have
become primary means of transport and their number has
been increasing day by day which has also led to traffic and
frequent road accidents.

The integral parts of our road infrastructure are traffic signs.
Traffic signs provide information that is critical for road
users, which tell them to take necessary actions thereby
reducing accidents. Traffic signs tell the user the state of the
road, warnings, prohibitions etc. Designing of Traffic signs is
done in such a way that they are easy to read with highly
saturated and contrasting colors.

Approximately 1.3 million people die because of car
accidents every year which means on an average there are
3287 deaths per day. India has highest rate of road accidents
in the world. As per report issued by Stanford Law School,

ISBN: 979-85-27243-6!-1

almost 90% of all vehicle crashes are caused due to some
type of negligence by driver such as over speed driving,
aggressive or reckless driving, Drowsy driving, Drunk
driving, Distracted driving or misinterpretation of Traffic
Sign.

Hence, there is need for system that automatically detects,
recognizes and interprets the meaning of Traffic signs. This
system can be implemented in autonomous cars or driver
assistant system, which informs the user what action has to
be taken on the right time. This reduces the road accidents,
deaths caused due to it and reduces human effort and
provides safety and security. Traffic sign recognition system
is built so that it can recognize all the emerging traffic signs.
It immediately assists the driver or the automatic driving
system in recognizing the traffic signs.

II. DATA SOURCE

Data consists of information which is collected from various
sources and processed on observation. Color and shape of
Traffic signs are chosen by Traffic authorities with the
intention of making it easy to understand by humans as they
provide important information such as cautions and hazards
to drivers. The data can be collected from Kaggle which
contains German Traffic Sign Recognition Benchmark
(GTSRB) which can be utilized for training the model and
later for classification of traffic signs. The dataset is essential
to predict the traffic sign accurately which makes it easy for
the driver assistant system.

III. LITERATURE SURVEY

The paper titled [1] “A REVIEW ON TRAFFIC SIGN
DETECTION AND RECOGNITION SYSTEM” states that
the safety and security should be provided in autonomous
cars. Therefore this system is used. The traffic signs are
detected and recognized on basis of shape, color and texture.
Information about different method is provided. The
proposed system has been split into detection and
classification modules. The detection can be done by color
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based, shape based or other methods. Color segmentation
and shape analysis is performed. The complications in the
system can be minimized by combining various methods.
Reliable systems that are fast and accurate can be built by
hybrid technologies.

The paper titled [2] “TRAFFIC SIGN CLASSIFICATION
AND DETECTION USING DEEP LEARNING” states
regarding the assistance given to the driver during different
conditions. The driver pays very less attention towards the
traffic signs that are located on the road as his main focus
tends to be on the destination address. The CNN algorithm is
used for detection and recognition. Video based input is
given. CNN-SVM combination is used where CNN is used
for feature extraction and SVM is used for classification.
Four different types of traffic signs are used which includes
warning, prohibition, obligation and informative. Region of
Interests (ROIs) is generated after pre-processing.
Comparison based on experiment proved that the model is
superior over others in the field of training accuracy and
speed.

The paper titled [3] “SIMULTANEOUS TRAFFIC SIGN
RECOGNITION AND REAL-TIME COMMUNICATION
USING DUAL CAMERA IN ITS” conveys that in recent
times there is increase in usage of smart vehicles due the
development of Intelligent Transport System (ITS). To detect
the traffic sign and provide assistance Convolutional neural
network is used. Optical Camera Communications (OCC)
and CNN are used for detecting the traffic sign after region
of interest is generated. Dual cameras continuously in
function to capture traffic sign or LED. If both are detected,
distance is measured and data extraction takes place leading
to further detection and recognition of traffic sign. The
generated model reduces the overall computational
complexity.

The paper titled [4] “TRAFFIC SIGN DETECTION AND
RECOGNITION BASED ON CONVOLUTIONAL
NEURAL NETWORK?” states that traffic sign detection and
recognition are extremely important for the drivers to gain
knowledge on road safety and information. The input images
are taken and to this images Hough Transformation is
applied which generates the area of interest and area of
traffic signs is recognized. In Image pre-processing,
enhancement of image color and transformation of color
space is performed. Classification and identification of image
are done with the use of CNN. Different phases included are
the detection phase, segmentation phase and classification.
Layers of CNN are used in the process of classification. This
model mainly aims in detection of circular traffic signs.

The paper titled [5] “TRAFFIC SIGN DETECTION AND
RECOGNITION FOR AUTONOMOUS VEHICLES” states
that the main reason why the autonomous cars are getting the
attention is because of their ability to detect the traffic sign
and ensure safety. German traffic sign data-set is used. Color
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based segmentation and CNN is used to crop the sign and
classify the traffic sign. Models are defined after the image is
pre-processed and data acquisition is done. Testing is done in
the real environment which gives beep sound to alert the
driver when traffic sign is recognized. This system can be
used in autonomous as well as non-autonomous system to
alert the driver. Further if used with mechatronics can
automatically take actions based on the traffic signs.

The paper titled [6] “TRAFFIC SIGNS RECOGNITION
WITH DEEP LEARNING” defines that the training is given
by using German traffic sign dataset. Characteristics from the
images present in the training set is extracted to assort them
under multiple groups. By using the Lenet-5 network, extract
data representation of traffic signs to perform the recognition.
It is formed by CNN modifies by connecting the output of all
the convolution layer to the multi-layer perceptron. The
extraction is based on different factors the network takes 2-D
image and processes it with convolution operations. The
solution overcomes descriptions extraction which is very
sensitive to different factors. It has the ability to learn a
representative description of images.

The paper titled [7] “CNN DESIGN FOR REAL-TIME
TRAFFIC SIGN RECOGNITION” states the level of
recognition of traffic signs using mobile processor in
autonomous driving vehicle to ensure the safety. Recognition
of traffic signs involves two steps, localization and
subsequent classification. Template matching algorithm with
precise localization stage showed good results in recognition.
When it comes to detection and classification it requires
additional support which is provided using CNN. CUDA
enabled GPU is used for frame processing in a video, which
does it in 7-10ms. This design showed very high accuracy in
recognition, detection, localization and classification of
image data as well as video based data. Adapting this model
will increase the safety.

The paper titled [8] “TRAFFIC SIGN CLASSIFICATION
USING SUPPORT VECTOR MACHINE AND IMAGE
SEGMENTATION” states that there is need for efficient
method for automatic classification of Traffic Sign in Driver
Assistant System. Color image is converted into gray scale
which is then given to Canny Edge Detection algorithm
which outputs edge image free from noise from which
Normal direction feature is obtained and it is used by SVM
for classification. Later, Hough Transform algorithm is used
to obtain Region of Interest by eliminating background from
edge image and then it is given to SVM which uses 4 kernel
functions such as linear, sigmoid, RBF and polynomial, out
of which linear kernel function provides relatively more
accuracy.

The paper titled [9] “AN AUTOMATIC TRAFFIC SIGN
DETECTION AND RECOGNITION SYSTEM BASED ON
COLOUR SEGMENTATION, SHAPE MATCHING AND
SVM?” the study about this topic helps to develop an efficient
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TSDR system which contains an enriched data set of
Malaysian traffic signs and computational time is relative
low which will be helpful for the traffic signs on highways
the low false positive rate will increase the system stability
and reliability on real time application. Automatically SCR
system can recognize and detect traffic signs from and within
images captured by cameras or imaging sensors. The
introduced technique implemented is variant in variable
lightning, rotation and translation also even viewing the
angle of the system demonstrating using and shape matching
RGB color segmentation next also it supports vector machine
which is SVM classifier led to receiver operating
characteristics, the accuracy of the developed system is high.

In the paper titled [10] “TRAFFIC SIGN RECOGNITION
USING VISUAL FEATURE TOWARD DRIVER
ASSISTANCE SYSTEM” Local Feature Extraction is
performed using Scale Invariant Feature Transform (SIFT)
algorithm which outputs features that are local, do not
change when imageis scaled or rotated and based on how
object appear at interest point. Similar local features are
grouped under same cluster. Each cluster is considered as
visual word and visual word vocabulary is built. When local
features are matched with visual word, the images will be
represented in the form of Bag of Visual Words (BoW)
which will be used as feature vector for classification process.

IV. CONCLUSION

From the survey, it is observed that Convolutional Neural
Network (CNN) provides greater efficiency for image
processing. Hence, the Machine learning algorithm
Convolutional Neural Networks is used to recognize the
traffic sign. Pre-processing, feature extraction, feature
selection are performed to obtain better results. The images
are pre-processed for better quality and easier detection.
Feature extraction is performed by CNN algorithm itself,
hence there is no need for separate feature extraction
technique. The system recognizes the traffic signs and
provides assistance to the manual driving system or
autonomous driving system. In the future, real time datasets
can be considered for evaluation which leads to higher
accuracy in predicting in traffic signs for the driver or
autonomous vehicle on the path.
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Abstract-Alzheimer's disease is an unrepairable degenerative
neurological brain disease. The most common cause of
dementia. in the age group between 65 years and above [1].
The major case of 'dementia’ disease. This disease which are
slowly destroying the memory and thinking capacity. The
accurate and timely diagnosis of the AD is the way to prevent
the progression of this irreversible disease. This paper focus
on a method to detect Alzheimer’s disease from MRI scans
using machine learning approach. Its mainly concentrate on
the hippocampal region of the brain. The texture features are
extracted from the hippocampus region by using the Gray
Level Co-Occurrence Matrix (GLCM). The area and texture
shape feature are extracted by using the Moment Invariants.
The Error-back Propagation (EBP) in Artificial Neural
Network (ANN) is used as the classifier for detection of
various stages of AD. The proposed system gives an average

accuracy of 86.8%.

Keywords: Alzheimer’s disease, neurological, dementia,
Gray Level Co-Occurrence Matrix,Error-back Propagation,
Artificial neural network

l. INTRODUCTION

Alzheimer’s disease (AD) is a neurological disorder of the
brain that cause to memory loss . It is the most common form
of dementia, caused by the build-up of beta amyloid plaques

in the brain. The plaques and tangles are some of the main
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features of the disease. As the number of Plaques and tangles
increases, the healthy neurons begin to function less
effectively and gradually lose their ability to communicate
and finally die which results in overall shrinkage of the brain
tissues. The death of neurons in the hippocampus regions it
oppose the form of new memories. In the brain hippocampus
region is the first region gets affected. It is the region in the
brain that is responsible in forming memories and serves as a

relay structure between the brain and the body.

As Alzheimer’s is a progressive and irreversible disease it
progresses gradually following a distinct pattern of brain
damage and can last for decades. The disease progresses
slowly into three main stages namely mild, moderate and
severe, where each stage has its own symptoms and
challenges [2]. The mild stage generally lasts for about an
average of 2 to 4 years in which a person may function
independently but may have memory lapses. In the moderate
stage a person may depend another to carrying out day to day
activities and this experience which increased difficulty with
the memory. This stage is probably the longest stage of the

disease and may last for a duration of about 2 to 10 years.

The final stage of the alzheimer’s disease period between 1 to
3 years. In this stage, the memory is completely loss and the
patient loses their ability to respond to their environment.

This is the very important diagnose of the alzheimer’s disease
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in an early stage before irreversible neural damage is done.
The current non- automated methods such as Cognitive
Impairment Mini-Mental ~ State
(MMSE) and Clinical Dementia Rating (CDR) as well as

Imaging techniques such as Magnetic Resonance Imaging

Testing, Examination

(MRI), Positron Emission Tomography (PET) and Single-
Photon Emission Computed Tomography (SPECT) are used

to track abnormal changes in the brain and diagnose AD.

In this paper,to detection of AD is done from MRI scans. The
texture, area and shape features are extracted using Gray-
Matrix (GLCM) and Moment
Invariants from the hippocampus which is selected as the
Region of Interest (ROI). GLCM which extracts the second

Level Co-Occurrence

order based on texture features and Moment Invariants define
the set of properties which are used for identification of
shape. AD is classified into various stages which are based
on the features extracted from the ROI. By using Artificial

Neural Network (ANN) which trained using Error Back

Propagation (EBP) algorithm.

Il. SYSTEM ARCHITECTURE

Data ACQUISItlon Inpm Data Conversion DCMZN"
Raw fMRI Data
& S DICOM to NIFTI
Conversion
Iﬁesting-State fMRI Preprocessiné
: ; Image Converson | | e\ _
Data Preprocessng BETpra|nextraFt|on S SL - SHELL
Motion correction PYTHON
& S . rs-fMIRI data along ;
: Slice timing correction ‘ NiBabel
Preparation . : zandtinto20
Spatial smoothing o OpenCV
High-Pass filtering g
Spatial Normalization
CNN
Output
(lassification || Training & Testing ADvspNC NVIDIA DIGITS
5 fold Cross Validation i &
Caffe

fig.1. System Architecture
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In this architecture of AD, Data Acquisition and conversion
which are real world physical conditions and converting the
resulting samples into digited numerical values than it will be
manipulated by a computer.

In above fig input as raw fMRI data and digital imaging and
communicating in medicine (DICOM) images as 2D images.
Then data will conversion as DICOM to NIFTI. NIFTI is a
type of file format for neuro imaging that allow more data
has stored, this referable images as 3D.

In data preprocessing and preparation, to detecting and the
changes in the blood oxygenation is underflow that ocuurs
response to neural activity. When a brain area more active
and it consume more oxygenated to meet. This increased
demand blood flow increases to the active area. In resting
state fMRI

resources imaging. It has BET brain extraction, this brain

Preprocessing means functional magnetic

extraction tools is used to remove the skull from an images.
Then Motion correction, it means head motion is the largest
sources of error in MRI studies and it gives have been
developed to copy with their problem.

In slice timing correction, it recorded brain one slice matrix
offset in time build up several seconds when compared to
another.

In spatial smoothing, it is average of signals from adjacent
vowels. This improves the signals to noise ration.

In high pass filtering, the removing of low frequency as APP
(Amyloid precursor protein gene). Spatial normalization is a
image processing step more specifically an image registration
method.

In Classification has CNN used for image classification and
recognization because of its high accuracy CNN convolves
learned features with input data and uses 2D convolution
layer. Then output as AD Vs NS. Alzheimer’s disease is
studied from Magnetic Resonance Imaging (MRI) data and
captured by MRI scanner and creates the pictures of scanned
tissue [3].
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M. METHODOLOGY

In Methodology, we have to used 3 algorithms are Artificial
neural network (ANN), Convolutional neural network
(CNN), K-Nearest Neighbour algorithm (KNN).CNN is used
for Image training and ANN is used for image recognization
and KNN used for image classification. This 3 algorithm is
used for the images. CNN can do both training, recognize
and classification but it gives accuracy is very low, so we
have to splits into 3 algorithms as CNN, ANN, KNN.

In CNN is deep learning algorithm. It can takes the input
images and tell us the output, but in this paper CNN is trains
the images they can able to differentiate one image to another
image [4]. It has 3 images are 1.Convulation layer. 2.Pooling

layer. 3.Fully connected layer.

In convolution layer extracting the features of the input
images and then predicts the images. Here we considered this
matrix as features of the images. Imaging images as matrix,
images can splits as 5x5 matrix convolution layer which
converts the 3x3 matrix. because in one extract the feature
unwanted feature is not used so removing that images. Here
we reduced 5x5 matrix as 3x3 matrix remove unwanted

number.convolved feature is output matrix.

111|1]10|0
o|j1|11|]1|0 413|4
e 1 1| 1) 2|14 |3
s 1) 1.1 0, 2|3|4
of1]1]ao]0,
—— Convolved
Feature

Fig.2. Convolution layer

In pooling layer which reduces the number of parameters,
pixels and images too large. Previous layer we got 3x3 matrix
here we can compressed too much. In pooling layer divides

into 3 layers are max pooling, average pooling, sum pooling.
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In max pooling it will takes large numbers from that output
matrix. Then average pooling it will takes only average
number from matrix. In sum pooling which combined all
features and compressed it. In this paper mainly we are using
sum pooling only because each and every point is important

so using sum pooling.

max pooling
20|30

27

12|20/ 30

0
34(70| 37| 4 average pooling
112100 25 | 12 \ ™

[79] 20

Fig.3. Pooling layer

In fully connected layer we are using 2x2 matrix so we will
put matrix into vector from and connected fully layer. In
input layer we are using 3 pooling are max, average and sum.
In vectors consider as x1,x2,x3. In FC layer which inserting
inside then split features into FC layer and it can trains the

computer and it again compressed and give in output layer.

input layer

Fig.3. Pooling layer

In ANN, it is designed to simulate human brain analysis the
information since the project is AD is brain disease as we
know, this algorithm used for recognize images we already
train the images into computer by using CNN. After that
recognize by using ANN. It used for predict output values for

given input characters from taining values.

It is brain neuron, it is consist of dendrites, soma and axon.

Dendrites is nothing but like input structures, soma for
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calculation purposes. axon is for output. Same way ANN
works like incoming connection. It receive input and
activation function makes a non linear detection then output
connection is to deliver the output. In this paper trains the

input which based on input, It gives output.

)

Artificial Neural Network

Dendrites - It is the input structure Incoming connection - To receive inputs
Soma - This is for calculation process Activation function — Make a non linear decision
Axon - A channel for the output Output ion - Deliver the activation signal

FIG.4.Artificial Neural Network

In k-nearest neighbour algorithm, it used for classification

Brain Neuron

purpose. As we know here we detects 4 stages mild, very
mild. Moderate and no alzheimer’s classified stages and
gives output. KNN is deep learning ML algorithm it easy to
implemented and understand and classify the AD.

IV. CONCLUSION

In this Paper, a machine learning based approach for
detection of Alzheimer’s disease is proposed. The OASIS
dataset was used for experiments. The texture shape of the
features from hippocampus region from MRI scan are
extracted. These features were used to train the neural
network with error-back propagation for classification. In this

paper give average accuracy of 86.8 %.
V. FUTURE WORK

These features were used to train the neural network with
error-back propagation for classification. In Future days will

give average accuracy upto 98%.
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ABSTRACT Birdwatching is a common hobby but to identify their species requires the assistance of bird books. To provide
birdwatchers a handy tool to admire the beauty of birds, we developed a deep learning platform to assist users in recognizing 27
species of birds endemic to Taiwan using a mobile app named the Internet of Birds (loB). Bird images were learned by a
convolutional neural network (CNN) to localize prominent features in the images. First, we established and generated a
bounded region of interest to refine the shapes and colors of the object granularities and subsequently balanced the distribution
of bird species. Then, a skip connection method was used to linearly combine the outputs of the previous and current layers to
improve feature extraction. Finally, we applied the softmax function to obtain a probability distribution of bird features. The
learned parameters of bird features were used to identify pictures uploaded by mobile users. The proposed CNN model with
skip connections achieved higher accuracy of 99.00 % compared with the 93.98% from a CNN and 89.00% from the SVM for
the training images. As for the test dataset, the average sensitivity, specificity, and accuracy were 93.79%, 96.11%, and
95.37%, respectively.

INDEX TERMS Bird image recognition, convolutional neural network, deep learning, and mobile app.

I. INTRODUCTION

The everyday pace of life tends to be fast and frantic and
involves extramural activities. Birdwatching is a recreational
activity that can provide relaxation in daily life and promote
resilience to face daily challenges. It can also offer health
benefits and happiness derived from enjoying nature.

Numerous people visit bird sanctuaries to glance at the
various bird species or to praise their elegant and beautiful
feathers while barely recognizing the differences between
bird species and their features. Understanding such
differences between species can enhance our knowledge of
exotichirds as well as their ecosystems and biodiversity.

However, because of observer constraints such as
location, distance, and equipment, identifying birds with the
naked eye is based on basic characteristic features, and
appropriate classification based on distinct features is often
seen as tedious. In the past, computer vision, and its
subcategory of recognition, which use techniques such as
machine learning, have been extensively researched to
delineate the specific features of
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Objects, including vegetables and fruits, landmarks,
clothing, cars, plants, and birds, within a particular cluster
of scenes. However, considerable room for improvement
remains in the accuracy and feasibility of bird feature
extraction techniques. Detection of object parts is
challenging because of complex variations or similar sub
ordinate categories and fringes of objects. Intraclass and
inter-class variation in the silhouettes and appearances of
birds is difficult to identify correctly because certain
features are shared among species.

To classify the aesthetics of birds in their natural habitats,
this study developed a method using a convolutional
neural network (CNN) to extract information from bird
images captured previously or in real time by identifying
local features. First, raw input data of myriad semantic
parts of abird were gathered and localized. Second, the
feature vectors of each generic part were detected and
filtered based on shape, size, and color. Third, a CNN
model was trained with the bird pictures in a graphics
processing unit (GPU) for feature vector extraction with
consideration of the afore- mentioned characteristics, and
subsequently the classified, trained data were stored on a
server to identify a target object.
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Ultimately, information obtained from a bird image uploaded
by an end-user, captured using a mobile camera, can be
navigated through the client—server architecture to retrieve
information and predict bird species from the trained model
stored on the server. This process facilitates efficient
correlation of fine-grained object parts and autonomous bird
identification from captured images and can contribute
considerable,valuable information regarding bird species.

The remainder of this paper is organized as follows.
Section Il briefly reviews related approaches for fine-grained
visual categorization. Section 111 describes the various types
of dataset used for feature extraction. Section 1V focuses
on the deep learning model and its features used in object
part models, and describes the correlation between part
localization and fine-grained feature extraction. Section IV
also describes various correlation requirements, such as data
augmentation, for excellent performance, localization,
segmentation, identification of subcategories, as well as the
requirement of a classifier for effective object prediction.
The experimental results and analysis of the datasets are
presented in Section V. Section VI summarize the discussion
and limitation part of the study. Conclusions and directions
for future study are provided in Section VII.

Il. RELATED WORK

Recently, some fine-grained visual categorizations methods
have been proposed for species identification, and they
have become a promising approach within computer vision
research, with applications in numerous domains. Numerous
fine-grained recognition datasets, such as ImageNet,
ILSVRC, Caltech-256, and CUB 200, have trained models
with a wide variety of data to extract global features such as
colors, textures, and shapes from multilabel objects. Many
approaches have been applied for genericobject recognition.
Some methods apply local part learning that uses deformable
part models and region-CNN for object detection,
generation of a bounding box, and selection of distinctive
parts for image recognition. Some studies have focused on
discriminative features based on the local traits of birds.
Simultaneous detection and segmentation are used to
localize score detections effectively. Pose-normalization
and model ensembles are also used to improve the
performance of fine-grained detection by generating
millions of key point pairs through fully convolutional
search. Discriminative image patches and randomization
techniques are integrated to distinguish classes of images and
prevent overfitting. The present work also approached the
learning of discriminative image features using a CNN
architecture for fine-grained recognition. However, a
complementary approach using domain knowledge of
general bird features was integrated to provide detailed
information about the predicted bird.

The advancement of consumer products, such as smart-
phones, digital cameras, and wearable gadgets, has trans-
formed multidisciplinary approaches toward technology by
connecting the physical and digital worlds. High-resolution
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Digital cameras in smartphones are the most pervasive tools
used for recognizing the salient features of physical objects,
enabling users to detect, identify objects and share related
knowledge. Birds present in a flock are often deeply colorful;
therefore, identification at a glance is challenging for both
birdwatchers and onlookers because of birds’ ambiguous
semantic features. To address this problem, an information
retrieval model for birdwatching has been proposed that
uses deep neural networks to localize and clearly describe
bird features with the aid of an Android smart- phone.

I1l. DATA ACQUISITION

Feature extraction is vital to the classification of relevant
information and the differentiation of bird species. We
combined bird data from the Internet of Birds (IoB) and an
Internet bird dataset to learn the bird species.

Wﬁh BARG ns
atﬂ"“' WEER
oo ) (o] (=} = [a] (=)

FIGURE 1. IoB interface.

A. IOB

The loB is a crowdsourced metasearch-engine database
specifically for birds, where any individual can store bird
images and instantly retrieve information about the birds
therein. Uploaded bird images are identified from extracted
features. This platform encourages individuals to become
involved in birdwatching and to enrich their knowledge of
various bird species. The 0B is available online for free (with
keyword: Who Cares? Keep Walking). Fig. 1 shows the app
interface. Because a fall detection module is embedded in the
system, the app also serves as a wellness platform to assist
individuals in staying safe while birdwatching. In addition,
the system can track the distance individuals cover from their
daily physical strides using a pedometer to promote fitness
and motivate users to walk while birdwatching.

B. INTERNET BIRD IMAGES

A pool of images is required for deep learning of
subcategorization. Bird images containing 27 bird species
endemic to Taiwan on various backgrounds were compiled
from the loBand several other online resources. The use of
public-domain images has benefits and drawbacks.
Although Internet
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Image sources add diversity to the dataset, the images may
be contaminated with noise, harshness, spurious pixels, and
blurred parts, all of which degrade image quality. Therefore,
to limit the intensity of deformity in an assortment of images,
high-pixel images with clear boundaries were used. Finally,
to obtain standardized balance in the dataset, the bird species
images were transformed and augmented as follows [23]:

- Random flipping: Images were horizontally and
vertically flipped.

Rotation: Images were randomly rotated (maximum
angle of 25¢) for training.

. Translation:  Images  were
—10 to 10pixels.

. Zero-phase component analysis whitening: Dimension
and redundancy in the matrix of pixel images were
decreased.

. Gaussian filtering: Images were blurred for effective
smoothing of noise.

In deep learning algorithms, feature extraction is a
generalization step to differentiate the learning categories of
inputdata patterns.

Object recognition with a high-level feature extraction
architecture comprises the following steps: (1) data content
analysis, in which all generic raw data are preprocessed
to extract nonlinear transformations and to fit the
parameters into a machine learning model for feature
extraction; (2) optimal probabilities of relevant structural
information from each tuned parameter are clubbed into a
new array ofclassifiers; and (3) a prediction is made based
on trained and learned parameters. To extract multiple
feature levels fromraw data and evaluate the performance
of the CNN for the dataset, the dataset was split into the
three modulesdiscussed as follows. (1) The training dataset
comprised rawdata samples that were incorporated into the
training model to determine specific feature parameters,
perform correlational tasks, and create a related
classification model. (2) The validation dataset was used to
tune hyper parameters of the trained model to minimize
overfitting and validate performance. Themodel regularizes
early stopping to prevent overfitting and toenhance learning
when the precision of the training datasetincreases while
the error of the validation dataset remainsthe same or
decreases. (3) The test dataset was used to test the
classifier parameters and assess the performance of the
actual prediction of the network model. Once the features had
been extracted from the raw data, the trained prediction model
was deployed to classify new input images. Fig. 2 shows the
module for extracting unique features of birds with the CNN
and predicting the most classified labels for the input images.
Table 1 provides a list of terms and related abbreviations
commonly used in this study.

randomly  shifted

IV. PROPOSED DEEP LEARNING MODEL

The emergence of deep learning algorithms has resulted in
highly complex cognitive tasks for computer vision and
image recognition. Recently, deep learning models have
become the most popular tool for big data analysis and

ISBN: 979-85-27243-6!-1

L L 1}
Features
Vectors

Machine Learning

Convolutional Neural Networks

CNN

| Features
‘

Predictive Model

TABLE 1. List of terms and abbreviations.

Birds and types of

} Predict

species

FIGURE 2. Feature extraction paradigm for bird images.

Terms Abbreviation
Internet of birds IoB
Convolution neural network CNN
Support vector machine SVM
Batch normalization BN
Rectified linear unit ReLU
Fully connected FC
Central processing unit CPU
Graphic processing unit GPU
Tensor flow TF
Software development kit SDK
Native development kit NDK
Java native interface INI
Application programming interface | API
Hypertext transfer protocol secure HTTPS
True positive TP
False positive FP
True negative N
False negative FN

Artificial intelligence, outperforming traditional image
classification algorithms, and they are currently being down-
scaled for feasible mobile implementation. The proposed
deep learning model for bird image classification using the
CNN framework is described as follows.

A. CNN ARCHITECTURE

The model of CNN configuration for bird identification
utilized a stack of convolutional layers comprising an input
layer, two FC layers, and one final output softmax layer.
Each convolutional layer comprised (a) 5 % 5 convolution,
(b) BN, (c) ReLU activation, and (d) pooling layers. This
section explains how to construct an optimized CNN model,
why the parameters and hyper parameters must be tuned
before training, the total number of convolutional layers, the
size of the kernels for all relative convolutional layers, and
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FIGURE 3. Framework of skip connections.

The likelihood of retaining the anode during dropout
regularization for the dataset.

B. SKIP CONNECTIONS

When images are learned, deep neural network models train a
base network from scratch to identify associations of features
and patterns in the target dataset. Features are transformed
from general to specific by the last layer of the network to
predict the outputs of newly imposed inputs. If first-layer
features are general and last-layer features are specific, then
a transition from general to specific must have occurred
somewhere in the network. To address and quantify the
degree to which a particular layer is general or specific, we
proposed adding skip connections among corresponding
convolutional layers, as shown in Fig. 3. The skip layer
connections should improve feature extraction through
weightedsummation of corresponding layers as follows:

G(X) = (1 — a)F(X) + aX )

where Xis the input, F(X) is a function of input X, G(X) is
a linear combination of F (X ) and X , and @ is a weight in the
unit interval [0,1]. To check specific layers, we used different
weights. For example, if @ > 0.5, then result from the
previous layer contributes less to overall performance than
the layers preceding it. By contrast, if a < 0.5, then result
from the previous layer contributes more to the overall
performance. Using these skip connections can facilitate
network trainingby reducing memory usage and increasing
performance by concatenating the feature maps of each
convolution layer.

C. TRAINING OF THE BIRD DATASET

Learning of bird species by the CNN was implemented on
a GPU workstation with a 12 Intel Xeon CPU, 32 GB of
memary, and an Nvidia GeForce 2 11 GB GTX 1080 Ti
graphics card on a TF platform [31]-[33]. During training,
input color images with a fixed size of 112112 pixels were
fed into CNN for feature extraction and bird image
recognition. This study uses a dataset comprising 3563
images
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Of 27 bird species. The dataset was split into 2280 images
for training, 570 for validation, and 713 for testing. The input
images passed through a hierarchical stack of convolutional
layers to extract distinct features, such as color, shape, and
edges, with varying orientations of the head, body, legs, and
tail shown in the images. The first convolutional layer trans-
formed the input image into pixels, propelled it to the next
layer, and followed the feature extraction procedure until the
input image had been precisely classified with a probability
distribution. To capture the features of the input image, every
convolutional filter had a kernel size of 3x 3 pixels and a
high activation map that slid across the entire input volume.
The stride was fixed at one by shifting the kernel one unit
at a time to control the filter convolving around the input of
the next pixel so that the output volume would not shrink and
the yield would be an integer rather than a fraction; that is,
(i —k + 20)/(s +1), where i is the input height or length, k is
the filter,q is the padding, and s is the stride. The padding was
attuned to one around the input image to preserve the spatial
resolution of output feature map after convolution; that is,
q = (k —1)/2. Spatial pooling was implemented to
localize and separate the chunks of images with a

2 x 2 pixel window size, max pooling, and two strides, where
the maximum pixel rate in each chunk of an image was
considered. The stack of convolutional layers was followed
by an element-wise activation function, the RelLU, to
maintain aconstant volume throughout the network.

To implement the skip connection in the network, down-
sampling is performed by conv3 and conv4 with a stride
of 2. We directly use skip connection when the input and
output have the same dimensions. When the dimensions
of the output are increased, the shortcut performs identity
mapping with an extra zero-padding entry for increasing
dimensions. Two FC layers were implemented with the same
4096-dimension configuration to learn the gradient descent,
compute the target class scores in the training set for each
image, and localize objects positioned anywhere in the input
image. A schematic of the ConvNet architecture is presented
in Fig. 4, and the parameter configuration for ConvNet is
provided in Table 2.

After the FC layers were added, the n-softmax layer
activation function was added; here, n is the number of
bird categories. The softmax layer yields a probabilistic
interpretation of multiple classes. Each label corresponds to
the likelihood that the input images are correctly classified
using vector-to-vector transformation, thereby minimizing
cross- entropy loss.

eXi
softmax 0 (x)j = ——,

-3

j=1
where xi is the ith element of the input vector x,

fori=1,...,K. )
X

>3

) oXi =1

1
and o(x)i > 0, which is the probability distribution over a set
of outcomes.
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FIGURE 4. CNN architecture for detecting bird images.
TABLE 2. Convnet parameter configuration for bird image detection Input Image 5. <1 cvion
system. : x
Y 2 Feature Extraction Multi Classification
Layer Input size Filter No. of Pad Stride > i 5y Oy
CESD) size filters (hxw) nd - .d“ Illl - AN
(h = w) | A *Bird
Input 112 x112 W Feature vector i"‘Styan’s Bulbul
ConviBN-ReLU | 1125112 | 3x3 a8 EL I S ;
Max P‘?Ollng 3636 2x2 " FIGURE 5. Input raw data and feature illustration for a classifier.
ConviBN+ReLU 56 % 56 3=3 64 1 =1 1
Pooling 28 x 28 2x2 o4
ConviBN+ReLU 28 x 28 3x3 128 1 =1 1 .
Max Pooling 14x14 | 2x2 128 : 2 the database, and the softmax classifier produces the
Conv+BN-+ReLU | 14=14 | 3x3 256 3 1 probability scores for each label. Fig. 5 presents a raw input
Max Pooling 7xY 2%2 256 = 2 image, illustrating part selection and crucial feature
C”““E;E‘R“‘LU 15‘9; 33 312 . 11 identification. Multiclassification predicts a category label
e 1006 : with the highestprobability for the image.
Softmzxdlayer 2 E. SYSTEM IMPLEMENTATION

** Conv = Convolution, BN = Batch normalization, FC = Fully connected, & =
Height, w = Width.

D. FEATURE EXTRACTION

Extracting features from raw input images is the primary task
when extracting relevant and descriptive information for fine-
grained object recognition. However, because of semantic
and intraclass variance, feature extraction remains
challenging. We separately extracted the features in relevant
positions for each part of an image and subsequently learned
the parts of the model features that were mapped directly to
the corresponding parts. The features were calculated using
ReLU 5 and ReLU 6. Localization was used to find object
parts defined by bounding box coordinates and their
dimensions (width and height) in the image. For the
localization task an intersection over union score >0.5 was
set for our model. An FC layer with a ReLU was used to
predict the location of bounding box By. Subsequent steps of
the learning algorithm were for learning the map of the
feature vectors of the input image, deciding whether the
region fit an objectclass of interest, and then classifying the
expected output with the correct labels in the image. For a
given image, feature vectors represent the probability of
target object centrality in
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In this subsection, we explain using a high-resolution smart-
phone camera to identify and classify bird information [40]
based on deep learning. To complete the semantic bird search
task, we established a client—server architecture to bridge the
communication gap between the cloud and mobile device
over a network. The entire setup was executed in the
following manner:
Raw bird images were distilled to remove irrelevant
parts and learned by the CNN to yield parameters on the
GPU platform. Subsequently, a TF inference modelwas
developed in the workstation for deployment in the
smartphone.

. The output was detected using an Android app

platform or through the web.

On the workstation/server side, the following segments
were considered. The TF backend session model for object
detection was prepared to save the TF computation graphs
of input, output, weight, and bias as graph_def text files
(tfdroid.pbtxt), which comprised the entire architecture of the
model. The CNN architecture was trained to load the raw
input data of bird images using Keras callbacks withthe
predefined parameters into TF format to fit the modelfor
inference. After training the model, the parameters of all
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Saved session events of model progress in each epoch were
saved as a TF checkpoint (.ckpt) file. To deploy the trained
model on a smartphone, the graphs were frozen in TF format
using Python. Before the trained model was frozen, a saver
object was created for the session, and the checkpoints, model
name, model path, and input—output parameter layers of the
model were defined. All other explicit metadata assignments
that were not necessary for the client—server inference, such
as GPU directories on the graph nodes or graph paths, were
removed. In this bird detection model, the output layer pro-
vides: (a) the parts of the input image containing a bird,
(b) type of bird species, and (c) parts of the input image not
containing a bird. Finally, the trained model was frozen by
converting all variable parameters in the checkpoint file into
constants (stops). Subsequently, both files were serialized
into a single file as a ProtoBuf graph_def. The graph frozen as
a ProtoBuf graph_def can be optimized, if required, for
feasibility inference. The saved ProtoBuf graph_def was
reloadedand resaved to a serialized string value. The following
actions were considered when optimizing for inference:

. Removal of redundant variables

. Stripping out of unused nodes

. Compression of multiple nodes and expressions into a

distinct node

- Removal of debug operations, such as CheckNumerics,

that are not necessary for inference

. Group batch norm operation into precalculated weights

- Fusing of common operations into unified versions

- Reduction of model size through quantization and

weight rounding
- Fixing of hardware assignment problems

Once the model was trained and saved for mobile
inference in the workstation, we created an Android app to
copy and configure the TF inference files. On the
client/mobile side, the SDK written in Java and NPK
written in C were downloaded to create mobile interface
activities and to communicate with the pretrained CNN TF
ProtoBuf files thatcontained the model definition parameters
and weights. The JNI was used to bridge the TF and
Android platforms. The JNI executes the load Model
function and obtains predictionsof an object from the TF
ProtoBuf files using the Android NDK. After classifying
the object in the pertained model, the classified label
output is sent back to the mobile phoneusing the Android
NDK.

Using the aforementioned client—server computing setup,
we provided a mechanism to encapsulate the cloud and
mobile session. Bird recognition can be executed through
cloud- and device-based inference. In this approach to deep
learning inference on a mobile device, the trained model
parameters are loaded into the mobile app, and the computa-
tions are completed locally on the device to predict the image
output. The mobile phone is constrained by memory size and
inflexibility when updating the trained model. However, in
the cloud-based deep learning model, the trained model is
stored on a remote server, and the server connects to the
mobile device via the Internet using a web API to predict
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FIGURE 6. Client-server architecture for bird detection.

The uploaded images. Therefore, deploying the learned
architecture with the cloud-based model can be easily
ported to various platforms or mobile phones, and can
upscale the model with new features without much
difficulty. Because of the aforementioned benefits, cloud-
based inference was usedto execute bird image recognition.
Fig. 6 shows the proposed system for bird information
retrieval from the trained model stored in the workstation.
The server with the TF platform takes prediction requests
for bird images from client mobile phones and feeds and
processes in the deep learning trained model the images sent
from the API. After an image has been predicted, the TF
platform classifies and generates the probability distribution
of the image and transmits the query imageresult back to the
user’s mobile phone with the classified label.

To analyze the uploaded images, we used a mobile phoneas
a client to perform the following functions: the end-user
interface captures the bird image and instantly or directly
uploads the image from the gallery of the mobile phone to
extract image features. The mobile app sends an HTTPS
request to the web server (central computer system) to
retrieve the pretrained database regarding the uploaded bird
image. The server performs data aggregation and an
exhaustive search using the uploaded image to determine
the matching parameters and retrieve information related to
the images. To optimize binary segmentation of the
weighted graph of the image, Grabcut semantic foreground
segmentation is applied for bird species categorization. The
head of a bird is the main prior-fitted region of interest, the
other parts of the bird are lower priority regions of interest. A
color model is projected to filter the original image with the
bounding box. Subsequently, the information is classified
and mapped, and the correctness of the matched image is
transmitted back to the user’s mobile phone. The transmitted
file contains metadata related to the bird’s information with
the classified label indicating a bird species. Fig. 7 shows the
interface steps of bird detection.

V. EXPERIMENTAL RESULTS AND ANALYSIS

The pro-posed system can predict and differentiate bird and
nonbird images. When nonbird images are uploaded from
a user’s it directly predicts as an error for not giving bird
image.
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The hardware and software specifications for inference
engine execution are summarizedin Table 3.

To filter nonbird images uploaded to the system
automatically and to validate the effectiveness of the proposed
system, 100 bird images were uploaded from a mobile
phone for preliminary testing. The model achieved 100%
accuracy in classifying the images as true bird pictures.
Table 4 shows the bird detection results.

To acquire the output of images with or without birds,
the multiscale sliding window strategy was applied so that
the extracted sub window could define the target object.

TABLE 3. Hardware/software specifications used to execute the object
detection model.

Hardware/Sofiware Specification

GPU 12 Intel Xeon CPUs. 32 GB memory, NVIDIA
GeForce 2. 11GB GTX 1080Ti graphic cards.

Android Phone 5.0 or higher devices.

Android SDK, SDK is Android interface for main activity, and NDK
NDK helps to bridge the SDK and TF platform.

TensorFlow Execute numerical computation using data flow graphs.

PyCharm Python IDE programmers coding interface.

TABLE 4. Prediction results of images uploaded from smartphones.

Subjects  Predicted Bird ~ Predicted Non-bird
Bird 100% 0%
Non-bird 0% 0%

TABLE 5. Performance comparisons of different a values. T1 = training
and T2 = test.

10 Accuracy Accuracy Accuracy Aceuracy
Fold u=0.3 (%) u=0.5 (%) u=0.7 (%) u=0.9 (%)
I'l 12 I'l 12 I'l 12 I'l 12
1 100.0 959 100,00 999 1000 989 100.0 989
2 100,00 953 1000 999 1000 983  100.0 990
3 1000 96.0 1000 999 100,0 99.6  100.0  99.5

4 100.0  96.7 100.00 99.0 1000 998 100.0 997
5 1000 668 1000 999 1000 986 100.0 99.0
6 1000 97.6 1000 99.0 1000 987 1000 99.6
7 100.0 976 100,00 999 1000 998 100.0 998
8 100,00 988  100.0 999 100,00 99.0  100.0 999
9 100.0  98.8 100,00 999 100.0 997 1000 999
10 100,00 989 1000 1000 1000 995  100.0 999
Ave. 1000 972 100,00 997 100.0 992 100.0 995
Categories. The base learning rate was 0.01 and

subsequently shifted to 0.0001. The network was trained
until the cross-entropy stabilized. Skip connections were
implemented when the input and output layers had equal
weights. For instance, when the dimensions of the output
were increased, the weights were concatenated in a deeper
layer to capture and reconstruct features more effectively
in the next layer. We compared different @ parameters to
check their influences on the final model. Table 5 compares
the performances of different @ values in identifying
whether a bird appears in animage. In these experiments,
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3563 images were split into setsof 80% for training and 20%
for testing. The comparisons reveal that a high @ increases
the redundancy in the model; therefore, we set the a value
to 0.5, which resulted in aver- age accuracies of 100% and
99.7% for the training and test datasets, respectively.

VI. DISCUSSION

In this study, we developed an automatic model to classify
the 27 endemic birds of Taiwan by skipped CNN model.
We performed an empirical study by the skip architecture.
The intuition behind using the skip connections is to pro-
vide uninterrupted gradient flow from the early layer to later
layer, so that it can resolve the vanishing gradient problem.

We compared the performance of various models such as
CNN with skip connections, CNN without skip connections,

and SVM. CNN with skip connections outperformed the
other two algorithms.

However, in this study, we are more focused on predicting
the 27 species of bird endemic to Taiwan more efficient
and effective. The proposed model can predict the uploaded
image of a bird as bird with 100% accuracy. But due to
the subtle visual similarities between and among the bird
species, the model sometime lacks the interspecific
comparisons among the bird species and eventually leads to
misclassification. In average, the test dataset yields 93.79%
of sensitivity, 96.11% of specificity and this model can be
used for prediction and classification of the endemic bird
images.

The proposed architecture encountered some limitations
and has room for improvement in the future. Sometimethe
model confused the prediction of endemic birds when the
uploaded bird images shared similar colors and size. If
most bird species within a district need to be retrieved from
the system, the database must be updated and need to be
retrained with new features of the birds. For extending the
proposed system to some specific districts for birdwatching
may encounter imbalanced distribution of the dataset among
the bird species if only a small size of dataset is available.

In the future, we intend to develop a method for
predicting different generations of specific bird
species within the intraclass and interclass variations
of birds and to expand bird species to our database so
that more people can admire the beauty from
watching birds.

VIl. CONCLUSIONS

This study developed a prediction platform that uses cloud-
based deep learning for image processing to identify bird
species from digital images uploaded by an end-user on a
smartphone. This study dealt predominantly with bird
recognition of 27 Taiwan endemic bird species. The proposed
sys- tem could detect and differentiate uploaded images as
birds with an overall accuracy of 98.70% for the training
dataset. This study ultimately aimed to design an automatic
system for differentiating fine-grained objects among bird
images with shared fundamental characteristics but minor
variationsin appearance.

14
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In the future, we intend to develop a method for predicting
different generations of specific bird species within the
intraclass and interclass variations of birds and to add more
birdspecies to our database.
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Abstract: The Prediction of the delay, which is
essential for the creation of a more efficient air travel.
Recent studies have applied machine learning
techniques for the prediction of the delay[1]. Previous
forecasting methods have been carried out in the
same way or at the same that airport. This article will
examine a wide range of factors may have an impact
on the flight to be delayed, and compare different
machine learning-based models have been developed
for the joint flight-delay prediction problems. To
create a data set to be used for the proposed system,
automatic dependent surveillance broadcast (ADS-B)
messages that have been received, pre-processed and
integrated with other information, such as weather
conditions, flight schedules, airport information. The
developed forecasting problems are a variety of
classification problems and regression problems. The
experimental results show that the long-term
memory, a random access memory (LSTM memory),
it is suitable for the processing of the data received
from the aircraft, but in the limited set of data, there
is the problem of overfitting. In comparison with the
previous schemes, the proposed random forest model,
which enables you to increase the precision and
accuracy of the prediction (90.2% for the binary
classification), and to overcome the problems of

overfitting.
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Keywords:  Prediction of delay, surveillance
broadcast, long term memory, random forest model,
over fitting.

l. INTRODUCTION

AIR traffic load has experienced rapid growth in
recent years, which brings increasing demands for air
traffic surveillance system. Traditional surveillance
technology such as primary surveillance radar (PSR)
and secondary surveillance radar (SSR) cannot meet
requirements of the future dense air traffic[2].
Therefore, new technologies such as automatic
dependent surveillance broadcast (ADS-B) have been
proposed, where flights can periodically broadcast
their current state information, such as international
civil aviation organization (ICAO) identity number,
longitude, latitude and speed. Compared with the
traditional radar-based schemes, the ADSB-based
scheme is low cost, and the corresponding ADS-B
receiver (at 1090 MHz or 978 MHz) can be easily
connected to personal computers. The received ADS-
B message along with other collected data from the
Internet can constitute a huge volumes of aviation
data by which data can support military, agricultural,
and aircraft positioning commercial applications. In
the field of civil aviation, the ADS-B can be used to
increase precision of and the reliability of air traffic

management (ATM) system . For example, malicious
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or fake messages can be detected with the use of
multilateration (MLAT) , allowing open, free, and
secure visibility to all the aircrafts within airspace .
Thus, the ADS-B provides opportunity to improve
the accuracy of flight delay prediction which contains

great commercial value.

. SYSTEM ARCHITECTURE
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Figl: SYSTEM ARCHITECTURE

Obijective of the project is to finding a suitable way to
predict probability of flight delay or delay time to
better apply air traffic flow management (ATFM) to
reduce the delay level. Classification and regression
methods are two main ways for modeling the
prediction model. Among the classification models,
many recent studies applied machine learning

methods and obtained promising results.

The flight delay is defined as a flight took off or

arrived later than the scheduled time, which occurs in

ISBN: 979-85-27243-6!-1

Sapthagiri College of Engineering

most airlines around the world, costing enormous
economic losses for airline company, and bringing
huge inconvenience for passenger.

According to civil aviation administration of China
(CAAC), 47.46% of the delays are caused by severe
weather, and 21.14% of the delays are caused by air
route problems. Due to the own problem of airline
company or technical problems, air traffic control and
other reasons account for 2.31% and 29.09%,

respectively.

I1. METHODOLOGY

Air traffic flow are increasing rapidly in recent
years. The number of aircraft will be doubled if the
growth of general purpose aircraft and unmanned
aerial vehicle resulting from civilian demand are
considered [3]. Traditional technology of aircraft
positioning and tracking relies on radar system (i.e.,
PSR and SSR), whose performance can be greatly
reduced when the aircrafts are in transoceanic and
remote area due to the limited working range of
radar. In order to achieve thegoal of global tracking
and monitoring for the aircrafts especially flights,
international telecommunications union (ITU) has
reached a consensus on the implementation of
integrated space-space-earth positioning and tracking

system by using theADS-B.

ADS-B system is a communication and
surveillance integrated system for air traffic
management (ATM) where flights periodically
broadcast location and other information on the
same frequency band [4]. Compare to the traditional
surveillance technology, the ADS-B system can
obtain higher location precision, lower cost of
deployment, and simpler maintain system. The ADS-
B system overcomes the effects brought by clouds

and low visibility, and thus improves the surveillance
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ability and enhances the flight security.

The ADS-B system can be divided into ADS-BOUT
sub-system and ADS-BIN subsystem. In the ADS-
BOUT subsystem, flight transmitters periodically
send their own information (e.g., identity, position,
velocity) to other flights and ground stations. And in
the ADS-BIN subsystem, the flight receivers receive

out-message from other flights and the ground

stations.
;h: e
g,/ " bt bep
" (V. e &
P " s
— Mo
Taxi-out time Airborne time Taxi-in time
Scheduled time

Fig2: FLIGHT RECEIVER SYSTEM

Data Cleaning: Because the proposed model is
based on a supervised learning method which
refers to a process of adjusting the hyper-
parameters with a dataset with known labels, it is
significant to obtain a clean dataset and labelthe
samples elaborately[5]. First, the ADS-B message
datasetis divided by flight number and date, and then
is filteredaccording to the flights height (data below
1500 feet areignored). Thus, data arrays of every
flight on every day aregotten, and the items in each
array are sorted by time. The lastitem of each sorted
array is considered as the arrival data ofeach flight
on a specific day. When the arrival data is extracted,
the delay of the flight can be calculated.

The attributes of airports such as Nanjing is

transformed into digit code by mapping the
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English letters (A to Z) into digit numbers (1 to
26), and the ICAO identity numbers and flight
numbers are transformed similarly. To enrich the
content of the dataset, the time stamps are split
into four parts: Month, day of month, day of
week, and season. Other attributes with limited
categories such as weather condition, wind direction,
and wind speed are encoded by using enumeration
encoding. For example, the categoriesof the weather
condition include sunshine, light rain, moderate rain,
and hard rain are coded as 0, 1, 2, and 3, respectively.
Asshown in Fig. 2, the statistical distribution of the
flight delay are imbalanced, and the no-delay class
(i.e., the major class) occupies approximately 58.15%
of all the labels. However, models trained by this
imbalanced dataset may result in unfair decisions:
samples in small classes may be incorrectly classified
as the major class, but the overall prediction accuracy
still looks good. Therefore, random under-sampling
strategy isimplemented in this model to obtain fairer
prediction results. However, the defect of this
strategy is quiet obvious; some important information
concerning the majority class may also be removed

and cannot be learnt by the model

\VA CONCLUSION
In this paper, random forest-based and LSTM-based
architectures have been implemented to predict
individual flight delay. The experimental results
show that the random forest- based method can
obtain good performance for the binary
classification task and there are still room for
improving the multi-categories classification tasks.
The LSTM-based architecture can obtain relatively
higher training accuracy, which suggests that the
LSTM cell is an effective structureto handle time

sequences. However, the overfitting problem
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occurred in the LSTM-based architecture still needs
to be solved. In summary, the random forest-based
architecture presented better adaptation at a cost of
the training accuracy when handling the limited
dataset. In order to overcome the over fitting problem
and to improve the testing accuracy for multi-
categories classification tasks, our future work will
focuson collecting or generating more training data,
integrating more information like airport traffic flow,
airport visibility intoour dataset, and designing more
delicate networks.

V. FUTURE WORK

In order to overcome the over fitting problem and to
improve the testing accuracy for multi-categories
classification tasks, our future work will focus on
collecting or generating more training data,
integrating more information like airport traffic flow,
airport visibility into our dataset, and designing more
delicate networks.

In summary, the random forest-based architecture
presented better adaptation at a cost of the training
accuracy when handling the limited dataset. In order
to overcome the over fitting problem and to improve
the testing accuracy for multi-categories classification
tasks, our future work will focus on collecting or
generating more training data, integrating more
information like airport traffic flow, airport visibility

into our dataset.
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Abstract - “An efficient secure cloud storage scheme
using Hash-Solomon encoding” is an efficient way to
store the data into cloud servers. Ongoing years
witness the improvement of cloud computing
technology. With the immense development of
unstructured information, cloud storage innovation
improves advancement. Be that as it may, in current
storage pattern, client's information is completely
put away in cloud servers. All in all, clients lose their
right of control on information and face protection
spillage hazard. Traditional privacy protection plans
on cloud servers are typically founded on encryption
method, however these sorts of strategies can't viably
oppose assault from within cloud worker. To take
care of this issue, we propose a three-layer storage
structure dependent on fog computing. The proposed
structure can both enjoy cloud storage and secure
the information. Plus, Hash-Solomon code is used to
divide the data into three parts. Then, at that point,
we can place a part of data in local machine and fog
server to secure the protection. Through the
hypothetical  examination and  experimental
assessment, the practicality of our plan has been
approved, which is actually an important
enhancement to existing distributed storage plot.

Keywords — Cloud server, Cloud computing, privacy
protection

. INTRODUCTION

SINCE the 21st century, cloud innovation has grown
quickly. Cloud processing, an arising innovation, was
first proposed in Quite a while 2006 (Search Motor
Strategies 2006) by San Jose and characterized by NIST
(National Institute of Principles and Technology). Since
it was proposed, cloud computing has drawn in
incredible consideration from various areas of society. It
has steadily developed through such countless
individuals' lives. There are some cloud-based
advancements getting from cloud computing and cloud
storage is a significant piece of them. With the fast
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advancement of organization transmission capacity, the
volume of client's information is rising mathematically.
User's prerequisite can't be fulfilled by the limit of local
machine any more. Subsequently, individuals attempt to
discover new strategies to store their information. Seeking
after more remarkable storage structures, a developing
number of clients select cloud storage. Putting away
information on a public cloud is a trend and the cloud
storage innovation will turn out to be wide spread in a
couple of years. With a group of uses, network innovation
and circulated record framework innovation, cloud
storage makes countless distinctive storage gadgets work
together coordinately.

The security degree is a significant measurement to gauge
the nature of cloud storage framework. Besides,
information security is the main part in cloud storage
security and it incorporates three angles: information
protection, information honesty and information
accessibility. Guaranteeing information security and
honesty has consistently been the focal point of important
investigates. On another hand, information protection is
additionally the most concerned part of the clients.
According to a business point of view, organization with
high security degree will draw in more clients.
Consequently further developing security is a critical
objective regardless of in the scholarly community or
business. In this segment, we will itemized elaborate how
the TLS structure ensures the information protection, the
execution subtleties of work process and the hypothetical
wellbeing and proficiency examination of the capacity
plot.

II. METHODOLOGY AND
IMPLEMENTATION

1. Fog Computing

Our scheme depends on fog computing model, which is
an expansion of cloud computing. Fog computing was
first and foremost proposed by Ciscos Bonomiin 2011.
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In Bonomi's view, fog computing is like the cloud
computing, the name of fog computing is exceptionally
striking. Contrasted with exceptionally focused cloud
computing, fog computing is nearer to edge network and
has numerous benefits as follows: more extensive
geographical distributions, higher real time and low
latency. In considering of these characters, fog
computing is more reasonable to the applications which
are sensitive to delay. On another hand, contrasted with
sensor nodes, fog computing nodes have a specific
storage limit and information preparing ability, which
can do some basic information handling, particularly
those applications dependent on geographical area.
Hence we can convey CI on the fog server to do some
computing works.

2. Three-Layer Privacy Preserving Cloud Storage
Scheme Based on Fog Computing Model

To ensure client's protection, we propose a TLS
framework based on fog computing model. The TSL
structure can give client a specific power  of
management and successfully ensure client's protection.
As referenced, the inside attack is hard to resist.
Traditional methodologies function well in addressing
outside attack, however when CSP itself has issues,
conventional ways are for the most part invalid. Not
quite the same as the traditional methodologies, in our
plan, client's information is separated into three
distinctive size parts with encoding technology. Each of
them will not have key data for secrecy. Consolidating
with the fog computing model, the three pieces of
information will be put in the cloud server, the fog
server and client's local machine in the order from large
to small. By this strategy, the attacker can't recuperate
the client's original information regardless of whether he
gets all the information from a specific server.
Concerning the CSP, they also can't get any valuable
data without the information put away in the fog server
and local machine as both of the fog server and local
machine are controlled by clients.

3. Data Owners:

This is an element who possesses secret information and
wishes to store them into the external data storage node
for simplicity of sharing or for reliable conveyance to
clients in the extreme networking environments.. A
sender is answerable for characterizing (attribute based)
access policy and authorizing it on its own information
by encrypting the information under the policy prior to
putting away it to the cloud.

4. Data Users:
This is a portable node who needs to get to the

information put away at the cloud. In the event that a
client has a bunch of attributes fulfilling the access
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policy of the encrypted information characterized by the
information owner, and isn't denied in any of the
attributes, then, at that point he will be able to decode the
cipher text and acquire the information.

Methodologies:

In light of the Reed-Solomon code algorithm, we propose
a Hash-Solomon code algorithm. The Hash-Solomon
encoding measure is really a matrix operation.

Fog computing is an all-inclusive computing model.
Based on cloud computing which is made out of a ton of
fog nodes. These nodes have a specific storage limit and

Handling capacity. In our plan, we split client's
information into three sections and independently save
them in the cloud server, the Fog server and the client's
local machine.

key K —_— keyK

J-' cryptogram C I
encrypt o decrypt
e(MKC dCKM
message M message M

Fig.1 Block diagram

III. CONCLUSIONS

The improvement of cloud computing presents to us a
great deal of advantages. Cloud storage is an
advantageous innovation which assists clients with
extending their storage limit. Be that as it may, cloud
storage additionally causes a series of secure issues.
When utilizing cloud storage, clients don't really control
the actual storage of their information and it brings about
these division of proprietorship and the management of
information. To tackle the issue of privacy insurance in
cloud storage, we propose a TLS framework dependent
on fog processing model and plan a Hash-Solomon
algorithm. Through the hypothetical security analysis, the
plan is proved being doable. By designating the
proportion of information blocks put away in various
servers sensibly, we can guarantee the security of
information in every server. On another hand, breaking
the encoding matrix is unimaginable hypothetically. Also,
utilizing hash transformation can protect the fragmentary
data. Through the trial test, this plan can effectively finish
encoding and decoding without impact of the cloud
ICGCP 2021 SCE,
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storage efficiency. Moreover, we plan a sensible
comprehensive efficiency index, to accomplish the
maximum efficiency, and we additionally find that the
Cauchy matrix is more proficient in coding measure.
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Abstract— Sentiment classification refers to the act of
putting in for natural language processing and text mining
strategies to distinguish subjective textual data. Due to the huge
availability of online data that coincide with the growth of social
media, there has been a big interest from researchers in
sentiment analysis and its applications. we review the state of the
art to determine how the previous researches have addressed
this task. We also introduce an empirical study on two annotated
datasets; 25,000 IMDB movie reviews and 25,000 tweets, where
we used nine supervised learning models, the next step was to
implement a voting ensemble classifier using the top four models
we get from the previous steps. The usage of the internet has
grown in different systems since the mid-90s. Individuals
express various comments on the internet depending on their
emotions. Twitter is the most well-established small-scale
blogging. It has 330 million diverse users every month and 145
million daily active users. The experiment forecasts correctly
that the analysis feeling would be of a negative or optimistic
polarity. Then an algorithm has been applied to classify the
opinion as either it is positive or negative. In this research paper,
we will briefly discuss supervised machine learning. Support
vector machine as well as Naive Bayes algorithm and compares
their overall accuracy, precession, recall value. The result shows
that in the case of movie reviews Support vector machine gave
better results than Naive Bayes algorithm.

Keywords— Machine Learning,
Opinion Mining, Naive Bayes, SVM

Sentiment  Analysis,

l. Introduction

The sentiment analysis, also called opinion mining, is a
concept that is regularly mentioned yet often misunderstood.
It is the way toward determining the opinion behind a series
of words. This analysis is used to better comprehend the
perception, opinions, and emotions communicated in an
online statement. This task is extremely helpful in social
media as it gives an outline of public opinion about certain
topics. For a given text, it is important to recognize the polarity
of the text as being either positive or negative. Pang and Lee
[1] report several methods, several performance references,
and assets to accomplish this undertaking. The polarity of a
feeling can be calculated according to several thresholds and
can be seen as several different classes. In our venture, we
consider texts as belonging to only two classes (binary
classification): either the text is positive or the text is negative.
The employment of sentiment analysis is both tremendous and
intense. It can be applied in business, as well in academia,
movie business. [2]In business, the capacity to extract insights
from social web data, as in this paper [3], is a practice that is
broadly adopted by organizations around the world. In any
case, the analysis of opinions or emotions remains a vague

X
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science. Human language is complex. Teaching a machine
how to analyse grammatical and cultural subtleties, slang and
spelling mistakes that are common things online is a difficult
process. Humans are moderately intuitive when it comes to
interpreting the tone of a text. Take this sentence for instance:
“My flight was cancelled. Incredible!”, most of us will realize
that the person is sarcastic. We realize that as a rule the delay
or cancellation of a flight is an unpleasant experience. By
applying this contextual understanding to this sentence, we
can easily distinguish the associated negative feeling. Without
contextual understanding, a machine that breaks down this
sentence will take into account the word” Incredible” and
identify it as a positive mention. Just like any automated
process, there are risks of error, and the human eye is
frequently expected to guarantee the accuracy of the analysis.
Beyond reliability, it is important to recognize that human
communication does not fall into three categories: positive,
negative and neutral; the notion of feeling can be substantially
more perplexing. In this project, we focus on the classification
of sentiment of movie reviews and tweets. We begin by
processing our datasets by removing all the unnecessary terms
and characters, then we will proceed to feature selection stage
where we used the TF-IDF weighting for the input words, after
that we train and test several supervised learning models and
compare their accuracies, precisions and recalls, in order to
combine the top four accurate models into an ensemble
classifier to observe if there is any improvement for our
sentiment classification tasks. We are using two types of
machine learning algorithms and those are Support Vector
Machine algorithm and Naive Bayes algorithm. This will
calculate accuracies, precisions and recall values. There will
be three types of output in our result. Those are negative,
neutral, positive using supervised learning.

. Literature Survey
In this section, we represent various past and ongoing
research works on sentiment analysis using machine learning
models Maas, et al. [5] “Learning word vectors for
sentimental analysis” utilize a blend of unsupervised and
supervised models for embeddings, those techniques can
catch semantic information as well as non-sentiment
annotations. Da Silva, et al. [6] “Tweet sentiment analysis
with classifier ensembles” use a classifier ensemble formed
by Multinomial Naive Bayes, SVM, Random Forest, and
Logistic Regression, then make a comparison between using
lexicons, bag-of-words, and feature hashing representations
of tweets, and demonstrate that they can enhance the accuracy
of tweet sentiment analysis. Lin, Jimmy, et al. [7] “Large-
scale machine learning at twitter” prove through their
outcomes that the ensembles lead to more accurate classifiers
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by using various features and different training datasets.
Clark, et al. [9] “Combining simple classifier with estimated
accuracy” demonstrate that the sentiment of individual
phrases within a tweet is labelled using a combination of
classifiers trained on a range of lexical features. The
classifiers are combined by evaluating the performance of the
classifiers on each tweet. Dey, et al. [10] “Sentimental
Analysis of review datasets using Naive Bayes and K-NN
classifier” applied two algorithms, namely Naive Bayes and
K-Nearest Neighbour on two different datasets, one for
movies review and the other for hotel review, in order to
evaluate and compare their performance for sentiment
classification, the results show that Nave Bayes works better
on movie review dataset and K-NN give better result for hotel
review dataset. Chikersal, et al. [11] “Sentimental analysis of tweets
by combining a rule-based classifier with supervised learning”
introduce a new approach combining a rule-based classifier with the
Support Vector Machine SVM, this later has been trained on
semantic, dependency, and sentiment lexicon, by adding this
feature, the overall model shows good improvement. Manet, et al.
[12] “A Comparative Study of Feature Selection Methods for
Dialectal Arabic Sentiment Classification Using Support Vector
Machine” used a novel method for feature selection called Gini
Index and use it on top of SVM model for sentiment classification
on movie review dataset, The result proves that Gini Index improves
the classification performance compared of the other classical
feature selection methods, by measuring the impurity of the inputs
Bahraini an, et al. [8] “Sentiment Analysis Using Sentiment
Features” compare the state-of-the-art SA methods against a novel
hybrid method. The hybrid technique uses a Sentiment Lexicon to
create a new set of features to train a linear Support Vector Machine
(SVM) classifier. Hybrid approaches could solve most of the major
problems of supervised methods, namely, the problem of huge
feature sets and time and memory complexity.

I11. METHODOLOGY
A. Data preprocessing:

It isimportant to ensure that our dataset is good enough for
analysis. This is where data cleaning becomes extremely vital.
Data cleaning extensively deals with the process of detecting
and correcting of data records, ensuring that data is complete
and accurate and the components of data that are irrelevant are
deleted or modified as per the needs. Thus, our initial step was
to clean effectively the data by removing all the common
elements that they do not provide enough semantic information
for the task, namely, by removing the URLs and HTML tags,
handling the negation words that are split into two parts,
converting the words to lower cases, removing all nonletter
characters, finally, tokenizing and joining the sequences to
remove superfluous white spaces.

B. Feature extraction

This step has got more to do with the feature that we are
selecting from the set of possible features that the dataset
could have. we had to make an intelligent decision regarding
the type of feature that we want to select to go ahead with our
machine learning endeavor. We chose to use TF-IDF
weighted word counts of the document as an input
representation of our classifiers. Term Frequency-Inverse
Document Frequency is an effective technique to convert
textual data to a numeric form, specifically, it is intended to
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reflect how important a word is to a document in a corpus. In order
to preserve local ordering of the words, we consider also the
position-independent of every case of unigram bigram, and trigram.

C. Classifier model

1) Naive Bayes Approach:

Naive Bayes is a collection of classification algorithms which are
based on Bayes Theorem. Naive Bayes classifier gives us an
excellent result when one uses it for text data analysis. Such as
Natural Language Processing. Naive Bayes algorithm gives us a
probability analyzing the data set we have given. Naive Bayes
classifier is used as a probabilistic classifier. To perform the
classifier, it uses the concepts of mixture models. A mixture model
is capable of establishing the probability of the component that it
consists of Bayes theorem to perform as a probabilistic classifier.
Another name that a naive Bayes is known as simple Bayes or
independence Bayes. The probability P is defined as follows:
P(n|m) P(m)
P(m|n) = P(n)

Above, P (m | n) is the probability of class x. Where x is the
target and predictor is the attribute. P (m) is the prior probability
of class. P (n | m) is the probability of predictor of the given
class. P (n) is the prior probability of predictor.

Steps to implement naive bayes algorithm:

e Load the CSV information into Python and change all
strings into floats. Separate all information into preparing
information and test information. All things considered,
the Naive Bayes approach makes forecasts from the
preparation information, while it utilizes the test
information to assess the precision of the model. For this
situation, we have made 67% preparing information and
33% test information.

e Presently the time has come to examine the information.
Every datum will be isolated dependent on the class it has
a place with. From that point forward, we have to
ascertain the mean and standard deviation for every one
of the information inside each trait inside each class.

e Presently it an opportunity to utilize the preparation
information to make expectations. We have to utilize the
Gaussian Probability Density Function here.

e In light of the rundown of information for each class,
comprising of the mean and change, in view of the info
esteem, we process the probability that the esteem will
have a place with a specific class (utilizing the Gaussian
Probability Density Function).

e Our forecast will relate to the class with the biggest

likelihood. At long last, we have to know how exact our
gauge was. It is the rate right out of all expectations made.
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Fig.1 Naive bayes classifier
2) Support Vector Machine Support:

“Support Vector Machine” (SVM) is a supervised machine
learning algorithm which can be used for both classification or
regression challenges. However, it is mostly used in
classification problems. In this algorithm, we plot each data item
as a point in n-dimensional space (where n is number of features
you have) with the value of each feature being the value of a
particular coordinate. Then, we perform classification by finding
the hyper-plane that differentiate the two classes very well (look
at the below snapshot).

Y

Support Vectars @

x
Support Vectors are simply the co-ordinates of individual
observation. Support Vector Machine is a frontier which best
segregates the two classes (hyper-plane/ line). How does it work?
Above, we got accustomed to the process of segregating the two
classes with a hyper-plane. Let’s understand: Identify the right
hyper-plane (Scenario-1): Here, we have three hyper-planes (A,
B and C). Now, identify the right hyper-plane to classify star and
circle.
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You need to remember a thumb rule to identify the right hyper-
plane: “Select the hyper-plane which segregates the two classes
better”. In this scenario, hyper-plane “B” has excellently
performed this job. Identify the right hyper-plane (Scenario-2):
Here, we have three hyper-planes (A, B and C) and all are
segregating the classes well. Now, How can we identify the right
hyper-plane?
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Here, maximizing the distances between nearest data
point (either class) and hyper-plane will help us to decide
the right hyper-plane. This distance is called as Margin.
Let’s look at the below snapshot:

Above, you can see that the margin for hyper-plane C is
high as compared to both A and B. Hence, we name the
right hyper-plane as C. Another lightning reason for
selecting the hyperplane with higher margin is robustness.
If we select a hyper-plane having low margin then there is
high chance of miss-classification.

Identify the right hyper-plane (Scenario-3): Hint: Use the
rules as discussed in previous section to identify the right
hyper-plane.

3
*

X

Some of you may have selected the hyper-plane B as it has

higher margin compared to A. But, here is the catch, SVM
selects the hyper-plane which classifies the classes
accurately prior to maximizing margin. Here, hyper-plane
B has a classification error and A has classified all correctly.
Therefore, the right hyper-plane is A. Can we classify two
classes (Scenario-4)?: Below, | am unable to segregate the
two classes using a straight line, as one of star lies in the
territory of other(circle) class as an outlier.
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As | have already mentioned, one star at other end is like
an outlier for star class. SVM has a feature to ignore outliers
and find the hyper-plane that has maximum margin. Hence,
we can say, SVM is robust to outliers.
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Find the hyper-plane to segregate to classes (Scenario-5): In
the scenario below, we can’t have linear hyper-plane between
the two classes, so how does SVM classify these two classes?
Till now, we have only looked at the linear hyper-plane.

SVM can solve this problem. Easily! It solves this problem by
introducing additional feature. Here, we will add a new feature
z=x"2+y"2. Now, let’s pzlot the data points on axis x and z:

SR Rt ol Sola g e
e o ©0oc®0 @

In above plot, points to consider are:

o All values for z would be positive always because z is the
squared sum of both x and y

o In the original plot, red circles appear close to the origin of
x and y axes, leading to lower value of z and star relatively
away from the origin result to higher value of z. In SVM, it is
easy to have a linear hyper-plane between these two classes.
But, another burning question which arises is, should we need
to add this feature manually to have a hyper-plane. No, SVM
has a technique called the kernel trick. These are functions
which takes low dimensional input space and transform it to a
higher dimensional space i.e. it converts not separable
problem to separable problem, these functions are called
kernels. It is mostly useful in non-linear separation problem.
Simply put, it does some extremely complex data
transformations, then find out the process to separate the data
based on the labels or outputs you’ve defined.

When we look at the hyper-plane in original input space it
looks like a circle:
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How to implement SVM in Python?

In Python, scikit-learn is a widely used library for
implementing machine learning algorithms,SVM is also
available in the scikit-learn library and follow the same
structure (Import library, object creation, fitting model and
prediction). Now, let us have a look at a real-life problem
statement and dataset to understand how to apply SVM for
classification.

Pros and Cons associated with SVM

Pros:

e It works really well with clear margin of separation.

e Itiseffective in high dimensional spaces.

e ltis effective in cases where number of dimensions
is greater than the number of samples.

e |t uses a subset of training points in the decision
function (called support vectors), so it is also memory
efficient.

e  Itdoesn’t perform well, when we have large data set
because the required

e ftraining time is higher

e Italso doesn’t perform very well, when the data set
has more noise i.e. target

e classes are overlapping

e SVM doesn’t directly provide probability estimates,
these are calculated using an expensive five-fold
cross-validation. It is related SVC method of Python
scikit-learn library.

IV. Conclusion

Movie reviews help users decide if the movie is worth their
time. Sentiment analysis of a movie review can rate how
positive or negative a movie review is and hence the overall
rating for a movie. Therefore, the process of understanding if
a review is positive or negative can be automated as the
machine learns through training and testing the data. There are
different machine learning classifiers to classify the tweets. In
our project, we will use Naive Bayesian and Support vector
machine and sentiment analysis of result will be drawn. Thus,
we conclude that the machine learning technique is very easier
and efficient than symbolic techniques
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Abstract-The applications of the radio detection and
ranging (RADAR) systems in military installations as
well as scientific and commercial facilities is powered by
the ability of the RADAR systems to use electro-magnetic
waves to determine the speed, range, altitude or direction
of objects, either fixed or in motion. In this research,
existing radar technologies are examined and an Arduino
is proposed. The advantage of this is to drastically reduce
power consumption and allow the designers to have
access to a wide range of online communities of Arduino
programmers and open source reusable code. The system
consists of an ultra-sonic sensor, an Arduino micro-
controller, a servo motor and a prototype system is built
by connecting the ultra-sonic sensors to the Arduino
microcontroller’s digital input/output pins and the dc
motor also connected to the digital input/output pins. Both
the ultra-sonic sensor and the dc motor are then clipped
together so that as the dc motor sweeps from right to left
through an angle of 180 the servo will rotate alongside it.

Keywords -Arduino Microcontroller , Ultra-sonic
sensor,Radar, Metal detector .

I.  INTRODUCTION

There is an approach for surveillance at remote and border
areas using IOT based multifunctional robot using 3G
technology in defense and military applications. A modern
approach for surveillance at remote and border areas using
multifunctional robot based on current 3G technology
used in defense and military applications is taken. The
lives of our soldiers are at greater stake due to their
movement on duty such as patrolling or scouting out the
enemies.Majority of soldiers face exposure to severe and
fatal injuries in combat during wars and attacks.Owing to
partial or poor vision in extreme weather conditions such
as fog, heavy rains, snow our soldiers face a lot of
difficulty in accomplishing their mission. Hencethe
developed robot would be able to read the estimated range
of obstacles and the angle of incident and convert this data
into visually represented information, reporting it to the
base operation.

The Internet of Things (loT) refers to a system of
interrelated, internet-connected objects that can collect
and transfer data over a wireless network without
human intervention.loTdevices are generally designed
to handle specific task using modern approach. Robots
need to react to unexpected conditions that their
developer may not have anticipated. It isused for
surveillance at remote and border areas using 10T
based multifunctional robot using 3G technology
indefense and military applications. It isan modern
approach for surveillance at remote and border areas
using multifunctional robot based on current 3G
technology used in defense and military applications.

ICGCP2021 SCE, BANGALORE-57
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Il.  OBJECTIVES AND METHODOLOGY

Themainobjectivesofthesystemare statedasfollows:

1. Real time monitoring of target.

Sapthagiri College of Engineering

small package.ESP32 can be used as an external Wi-fi
module, using the standard AT Command set
Firmware by connecting it to any microcontroller
using the serial UART, or directly serve as a Wi-
fienabled micro controller, by programming a new
firmware using the provided SDK.1.

2. Sensing Obstacles.

3. Controlling the robot using wi-fi and Bluetooth
technology.

4. Recording and taking snaps from the android

camera and sending it to the receiver (the
controller).

BASE FRAME

2

36 x 18inch ms square
pipe 34 inch

O

Fig.1 Base Frame
Methodology:

Themethodologyincludes:

* RF (Radio Frequency) Technology is the mode of
communication for wireless technologies

»  Dc geared motor with mobile camera.

Metal detector for sensing the bomb.
» Ultrasonic Sensor.

« LCD screen.

I1l.  DESIGN AND IMPLEMENTATION

ESP32 is a wi-fi SOC (system on a chip) produced
by EspressifSystems . It is an highly integrated
chipdesigned to provide full internet connectivity in a

LCD DISPLAY
ULTRASDNK

SENSDR ﬂ

4-WHEEL

ROBOT

METAL
DETECTOR = ARDUINO
N0

> LASER
SYSTEM

BLUETOOTH
CONTROL SYSTEM

Fig.2 System Architecture

The system consists of three main modules which are
asfollows:

1.Robotic Operations
2.Robotic Evolution
3.Robotic Development

1. Robotic Operations :

Robotic __Co-ordinations- Robot targets and
positions are located by measurements along the axes
of coordinate systems.

Information Fusion- The sensors perceive the

surroundings to supply various information and
measurements, and then the mobile robot fuses the
achieved data and the exploration trajectories for
processing.

Distributed Resources- The Robot must self-

coordinate and self-allocate a set of pickup/delivery
or locating tasks. The robot is assigned with multiple
tasks with limited resources and it completes the
tasks efficiently.

ICGCP2021 SCE, BANGALORE-57
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2. Robotic Adaptation and Reengineering:

Fault Tolerance- Fault tolerant robots are needed
which can effectively cope with failures and
continue their tasks until repairs can be
realistically scheduled.

Reconfiguration- The reconfiguration ability
allows a robotto disassemble and reassemble
machines to form new morphologies that are
better suitable for new tasks, such as changing
from a legged robot to a snake robot and then to a
rolling robot.

Reengineering- Reengineering is almost
inevitable if we want to significantly reduce
maintenance costs for our software,
gain a competitive advantage with its extended
reach and functionality as well as geta good
ground for further modernization activities.

3. RoboticModelling,Design and Programming

Modelling-Modelstructure and specific components
of a rigid body tree, robot model goes through the
process of building a robot step bystep, showing you
the different robot components and how functions
are called to build it.

Design- A Robotic Design is the creation of a plan
or convention for the construction of a robot or a
robotic system (as in architectural blueprints,
engineering drawing, operation process, circuit
diagrams).

Programming-Robotprogramming involves writing
computer programs that enable a robot to perceive its
environment, make decisions, and execute a task.
Many software systems and frameworks have been
proposed to make programming robots easier.

Sapthagiri College of Engineering

Software Architecture for Robotic Systems

| I '
[ R =y R

(1) 13) ' (32) '
/ Robotic Robotic Adoptation and Robotic Modeling, Design
\ Coordination Reengineering and Programming
' (03) ' (07 '
(05) s
oult
Information Tolerance Moty
Fusion
Distributed (09)] Reconfiguration (18) Design
Resource Resources
(06) Reengineering Programming
(01) 07)
Fig.4software architecture for robot

This system with an intelligent sonar-based object
tracking system continuously monitors the target.
Upon detecting the target it will send the target's
location to a Central Control System. The Central
Control System will then take the action of moving
the firing mechanism in the direction of target
(missile). Upon fixing the direction, it will sendthe
control command to firing system for attacking the
target. Here we are making use of ultrasonic radar
system and a DC geared motor driven firing unit
interfaced with a controller unit. The robot will detect
obstacles in it’s path and can also sense metals and
explosives. Ultrasonic sensor is preferred because the
Ultrasonic sensors covers larger sensing distance and
it can detect the target in all the lighting conditions.

Fig.5 Multifunctional Robot with Arduino Uno
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V. CONCLUSION

The system aims at enhancing the patrolling of the soldiers
by providing assistance for their surveillance and
detecting obstacle solution.Owing to partial or poor vision
in extreme weather conditions such as fog, heavy rains,
snow our soldiers face a lot of difficulty in accomplishing
their mission.Hence this robotic vehicle has ability to
substitute the soldier or as a companion at border areas to
provide surveillance and patrolling. Instead of putting the
lives of the soldiers of our nation at stake, we can deploy
these robotic vehicles for surveillance at the borders.
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Abstract - Machine learning supported the Neural Network
has integrated usages during a sort of fields like
translation, finance, distribution, and medical world also as
cognition. This study shows Recurrent Neural Network
Learning Model on the thought of LSTM, which analyzes
the previous prices of a Cryptocurrency, Bitcoin and
predicts subsequent one. This model indicates the particular
and predicted prices of Bitcoin for 81 days within the way
that it's learned the previous prices for 30 days then
anticipates subsequent day price. Regularized data set for
Modeling is split into test data set and training data set at
the speed of 1:9. The latter set is once more separated into
training data and verification ones. Machine Learning of
this study must use Neural Network library, Keras
framework. to suit the model is to seem for the model’s
weight by optimizing the tactic , while using the training
data. during this paper, fit function’s batch size is 11 and
epochs is 30. As learning gets processed more repetitively,
the loss decreases more monotonously, then it converges to
more regular value. That is, it means so there's no over
fitting. because the results of the experiment, the machine
learning proposes not only that after analyzing the graphs
of error rates and weight change rates, weight converges
towards a specific ones, but also that as the learning goes
over, the processing efficiency of it's neural network get
better

ISBN: 979-85-27243-6!-1

I. INTRODUCTION
Artificial Intelligence is mentioned as an acting system that
does tongue Processing, Automatic Inference, Computer
Vision, Voice Recognition, Knowledge Representation etc.,
pretending to be a person's being. Machine learning, the list
of Al, divides learning into either supervised or unsupervised
counting on whether there's a label in learning data. Machine
Learning, a way solving a drag by using methods like
clustering, classification, forecasting, and so on, need to be
defined as a learning model before hand which the human
beings’ brains process problems with[1,2].In. machine
learning, predictive analysis supplies appropriate consultation
and knowledge , computing trends and future probabilities
then predicting potential result. Recurrent Neural Network
generates following data prediction through learning the
context, that is, the connection among data in estimation
problem handling such statistic data as monthly sales, price
level , unemployment rare, rate of exchange , and stock
price[2]. The observed value of the statistic data features a
time sequence. so as to research the temporal series data like
exchange rates or stocks, there are often several methods
moving average which is in a position to anticipate the longer
term price, computing the typical of the past and therefore the
present prices, ARIMA(Auto-Regressive Integrated Moving
Average) which expects the longer term value, while
modeling the info , the multivariate analysis which estimates
how one or more independent variables influence on the
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dependent ones, and therefore the forth. Along with Al ,
cryptocurrency has been recently he topic of IT Convergence
to which both tremendous technologies and therefore the
social interest are increasingly devoted. Designating Busan
because the unfettered free district for the Blockchain, Korea
has promoted the activation of the Block Chain, a
replacement local growth engine. The district for Blockchain
not only leads new technologies but dominates the market of
latest industries before hand , providing special permission
free from the regulations and demonstrations to application
industries. A virtual currency, Cryptocurrency is dealt on the
web with no commodity money as encryption techniques are
used. which will be save on the pc , with none concerns
about either theft or loss, and doesn’t spend any money being
produced and saved. it's not just the capacity of payment and
circulation as same as that of gold or cash; high scale useful
sort of a land or a stock also thanks to transaction
confidentiality, however, it's going to be abused in tax
evasions or in drug dealings.

Cryptocurrency is meant to let the individuals do freely
financial dealings in P2P(peer to peer) way. Blockchain
technology may be a system that stores online transactional
information on the block, which must be approved to be
connected with an existing chain. It means the parties to a
transaction exchange value with each other. Bitcoin
supported Blockchain skill was invented by Nakamoto
Satoshi in 2009. It realized the thought of Bit Gold and B-
money and made up for faults like double expenditure[3].
Bitcoin is saved as a kind of a wallet file which is given its
own address, and therefore the transactions of Bitcoin is
accomplished on the idea of the address. Block may be a
bundle of transactional information of Bitcoin every 10
minute. That is, Blockchain may be a quite trading book
which covers trading record.

Il. SYSTEM DESIGN
System design is that the method of defining the architecture,
components, modules, interfaces the data for a system to
satisfy specifies requirements. System design could
be as seen because the appliance of systems theory to
development. it's about the physical organization of the
system. it's demonstrated with the assistance of UML

ISBN: 979-85-27243-6!-1
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Blockchain and Cryptocurrency
A Cryptologic pioneer, David Chaum, devised Blind

Signature technology, which telecommunicates the encoded
messages sealing digital signature, and in inventing Ecash.

That is the primary commercial cryptocurrency. Bit Coin in
2009 was the new cryptocurrency accomplished with Block
Chain technology. After that, most cryptocurrencies have
been improved with Block Chain based. Ethereum emerged
as the developed money which has services and applications
in addition to Block Chain system in 2015[5].WEF(World
Economic Forum) suggested that the ranking of Blockchain
must be the fourth of 12 future technologies in the Global
Risks Report. Furthermore, in 10 years, 10 percent of GDP
all over the world is expected to be based on Blockchain
technology[6]. In April 2019, about 40 major banks around
the world announced that they would experiment
CBDC(central bank digital currencies) founded on
Blockchain[7]. Blockchain, , which is encrypted with trade
information on the public or private network, is a diversified
ledger shared with relevant network participants. The data of
the diversified ledger is stored on several nodes in a record
keep the same ledger. Block consists of Header and
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Body(Transactions). Header includes 6 kinds of information:
Version, Former Block Header Hash, Merkel Root Hash,
Time, n Bits, and Nonce., Block Chain is a linked list
connecting to Blocks and the Block Header uses inclusion
method to connect necessary Block Hash[8].

Block Block Block

}— Hash Header

Transactions Transactions

Transactions

Figure 2. Blockchain Architecture

record keep the same ledger. Block consists of Header and
Body(Transactions). Header includes 6 kinds of information:
Version, Former Block Header Hash, Merkel Root Hash,
Time, n Bits, and Nonce. As shown in Figure2, Block Chain
is a linked list connecting to Blocks and the Block Header
uses inclusion method to connect with a necessary Block
Hash[8]. Therefore, it is impossible to fabricate a particular
node arbitrarily because the hash value of the entire
Blockchain is changed if transaction information is altered. In
addition, p2p network is able to share whole the information,
which prevents an outsider from hacking a particular node.
There are various Blockchain models from a public one
accessible by everybody to a private one involved in by
particularly permitted nodes to a consortium one by a small
number of groups allowed in advance.

It is Bitcoin, the typical crypto =currency, which the
technology of public Blockchain is applied to. On May 9th
2019, Bitcoin was valued at more than $6,000 respectively,
which renewed its exhaust market price[9]. The price of
Bitcoin has a history of continuing to decrease to $3,237 in
December 2018 after it broke the highest value $19,000 in
December 2017.technical supports such as making block
skills more efficient, customizing the adoption of Block
chain, improving security of Block chain and so forth.
Therefore, Cryptocurrency platform and investors try
realizing and applying a variety of Al technologies in order
to optimize their interests and to make a suitable
decision[13].that unique index which is used to form a fixed
length vector. After the word embedding layer the drop out
layer is found which is applied to avoid over-fitting.
Convolution layer which is used for future extraction
performance the long distance dependency is added to catch.
To pool a feature Pooling layer is used, a feature dimension
which is converted to the flatten layer. In the last step, that is
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finally the classification is done by the SoftMax function by
the neural network process.

1.1.Recurrent Neural Network and LSTM

So as to process the high information level, the
research applying artificial Neural Networks began in
1980s. However, Over-fitting problem occurred —
while learning operated well at the single layer neural
network[14], at the deep layer, there was no more
efficiency. Since then, Geoffrey Hinton suggested the
idea, pre-training, as the model that contains the
multi-layer structure in 2006[15].Pre-training is to
learn each layer unit before learning the Neural
Network in order to get a better initial value. Its
efficiency is verified in vocal awareness or image
recognition through machine learning benchmarking,
which results in activation of deep learning. In fact, to
recognize images the Convolutional Neural Network
(CCN) is widely applied, whereas, to process real
languages or discriminate voices, the Recurrent
Neural Network (RNN) is needed. Using RNN is
common in order to process Time Series Data such as
price indices, stock indices, or the market value of
cryptocurrency. RNN, which has a return route where
hidden layers lead to themselves, makes use of both
status values and inputs for previous hidden layer
nodes when calculating node values for hidden layers.

® ® © ©
1 1
- [ARA A (]

& & & o

Figure 3. Structure and Operation of RNN

When RNN estimates future price while reading the context
of sequence data, it is important to judge how far the range of
the context is from the present input. Theoretically, although
the history of all inputs should be reflected, it is difficult to
measure the length of the inputs which are reflected for the
output of RNN, in reality. To learn RNN needs usually
Stochastic Gradient Descent. On Neural Networks with the
multiple count of layers, the grade value might either be the
maximum or go out of existence “0” as checking back to the
layer when the gradient is calculated with back propagation.
As a special RNN, LSTM(Long Short Term Memory) can
solve the problem of the gradient vanishing.
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LSTM has a separate cell and input, output, and forget gates
to control the input-output of memory[18]. There is memory
cell in the center and there are 3 units which fix the prices of
input, output, and forget gate and 2 units which receive
external inputs around the cell. Memory realizes its memory
by returning to itself after particular time from the present
state. The external input of memory is received by gate g and
its output is recorded in memory cell. the external output of
memory goes out of gate h. This structure which overcomes
the limit of RNN processing short term memory can have
more precise prediction if opening and closing the gates can
be controlled appropriately, which extracts the information of
longer context. A lot of studies have recently proposed that
RNN performs well in forecasting time series financial data.
They predict stock markets by implementing RNN which
uses embedded memory for dynamic system application. As
a result, forecasts on Bitcoin prices are getting visible.

Source Data of Bitcoin Market Price(2017.1.1~2019.4.30)
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3.Proposed Methodology and Experiment of Prediction
Model

Step 1: Modeling that this research offers is processed in
order of normalizing learning data, separating learning data
from verification data, constructing RNN model, learning and
testing, and forecasting.

Step 2: As shown in Figure 4,thedatais the material of Bit
Coin prices drawn from https://coinmarketcap.com for 838
days from on January 1st, 2017 to on April 30th, 2019.The
maximum value of Bitcoin is $19,531.55 (Dec 17, 2017) and
its minimum value is $791 (Jan. 12, 2017). With the average
value of the minimum price and the maximum one for the
day dealings, the processing sets up 31 as the length of
Window and learns how to predict the price of the following
day after making sure that prices for previous 30

Step 3: On Neural Networks the nods of hidden layers and
output layers except for those of input layers are  printed
out through activation function. For better prediction of the
time series data, such as stock price and bitcoin price, it is
necessary to be normalized into the range (0, 1). This
research divides each value of the window by the first
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value and subtracts 1 from that value. Out of the total
838 data, 807 data are available after normalization.
Step 4: 807 normalized data sets for Modeling are at random

divided into training data sets and test data sets at the ratio of
9:1. 726 training data sets are partitioned again into training
data and validation data. Test data sets must not to be
involved in learning. As a result, there is a separation:
X_training_set is (726, 30, 1) and x_test_set is (81, 30, 1). It
means that a price of 81 days is predicted by learning 726
days of data.

Step 5: So as to estimate the value of Bitcoin as time passes,
it is necessary that LSTM learning model with improved
Back-Proposal Through Time(BPTT) should be created and
trained. It is practicable to supply learning by using Keras
framework, a neural network library. Learning model
consists of 2 stacked LSTM layers including 50 units and one
input layer related densely to a neuron.

Learning all that has been done for 30 days in advance,
LSTM parameter adds a layer like model.add (LSTM(30,
return_sequences=True, input_shape =(30, 1))). In order to
forecast the next day, One designated Neuron is added as
Dense, the middle layer of the Model like model.add
(Dense(1, activation='linear")). Linear is used as activation
function rather than tan h, mse(mean_squared_error) is used
as loss function, and rmsprop showing the best result in the
optimization experiment is used as optimizer. In addtion to
rmsprop, Keras provides a variety of optimizer(Adadelta
optimizer, Adagrad optimizer, Adamax optimizer, Adam
optimizer, Nesterov Adam optimizer, Stochastic gradient
descent).

Step 6: Fit function on Keras is used to learn Neural Network
model. To fit the model is to look for the weight of the model
while optimizing the process with the training data set. 1
Epoch is designed to complete a one-time study of the entire
data. For example, if epoch is 30, it means the entire data is
used and learned 30 times. When epoch is too small, under
fitting takes place. On the contrary, there happens over fitting
in the case of too large epoch.

Because of the fact that only one epoch cannot contain the
whole data, there should be iteration about how many times it
is divided and batch size about how big the size of data is
required to conduct iteration. The model of this study has
learned 1,980 times totally: if the entire data 726 are divided
into 11 arrangement sizes, 66 iterations will arise. When 66
iterations are conducted 30 times, it is possible to learn 1980
times based on iteration. The return value of the Fit function
can obtain a history object, which provides the information as
following: (1) Training Loss Value(loss), (2) Training
Accuracy(acc), (3) Validation
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Loss Value(val_loss), (4)Validation Accuracy(val_acc). A
summary of the neural network model of the study is shown
in Table 1.

Table 1. Summary of LSTM Model

Layer(type) Output Shape Param #
Istm_1(LSTM) (None, 30, 30) 3840
Istm_2(LSTM) (None, 50) 16200
dense_1(Dense) (None, 1) 51

This research puts a batch size of 11 and
epochs of 30 like model.fit(x_train, y_train,
validation_data=(x_test, y_test), batch_size=11,
epochs=30). In the output during learning
process, val-loss is very low, which means that
the lower the value gets, the better the machine
learns. In Figure 5, as learning is processed more
repetitively, the loss value decreases more
monotonously, and it converges towards more
regular value. That is, there has been no
overfitting.

Figure 6 shows the weight of Bitcoin prices
compared to actual and forecast prices for 81
days. Typically, the initial weight value should
be initialized in small and randomly in order not
to have the same initial value. This model is
randomly initialized with weight initial value, the
average 0 and Gaussian Distribution, the normal
one following the standard deviation 0.01.
Weight beginning at 0 increases and decreases
repeatedly, and finally converges towards a
particular value. Analyzing the changing graph
of weight provides the intuition that the more the
model learns, the more efficiency it has.

model loss
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Figure 5. Change Rate gf loss According to Epochs
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Days

111 SIMULATION/EXPERIMENTAL RESULTS

Now talking about the algorithm we used. There are lot of
algorithms present which help us in analyzing data. Machine
learning and data analytics are boon in this field. The
algorithm we opted is Regression Analysis. A set of
statistical techniques for assessing the relationships between
variables is known as regression analysis. It includes many
techniques for modeling and analyzing several variables,
when the main target is on the connection between variable
and one or more independent variables.

IV CONCLUSION

Recently, Al technology has been used in variety of
particular fields and remarkably has grow up. Alpha Go
(alpha zero) made by Google in 2016 made the world have
much interest in Artificial intelligence. This paper purposes
Artificial Neutral Networks so as to forecast the next day
price of Bitcoin. There search will aim at developing stage
best fire casting cryptocurrency program from applying
various experiments of Artificial Neutral Network learning
models.
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V FUTURE SCOPES

This project can be a step forward towards providing useful
information based on current research, we summarized
existing tasks and further proposed new possible tasks. Last
but not least, we discussed some limitations of current
research and proposed a series of future directions, including
utilizing learning techniques, interpretable intention
understanding,  temporal  detection and  proactive
conversational intervention.
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Abstract - Plants Leaf plays a vital role in human life, they
provide oxygen, food, shelter, medicine, fuel, gums and
environmental protection. Manual identification of
medicinal plants leaf is a time consuming process and need
the help of experts for plants identification. To overcome this
problem, automatic identification and classification of
medicinal plants is needed for greater benefit to humankind.
In today’s era, the automatic identification and classification
of medicinal plants leaf is an active research area in the field
of image processing. Feature extraction and classification are
the main steps in identification of medicinal plants and
classification process which affect the overall accuracy of the
classification process. This paper presents literature on
identification and classification of medicinal plants. The
project developed to classify the correct medicinal plants
from the images of the plant leaves given as a training
dataset. Convolutional Neural Network algorithm is used to
classify the medicinal plants and its medical uses in recent
years.

Keywords — CNN, Machine learning, Image processing

I.  INTRODUCTION

Ayurveda is the ancient Indian system healing using
medicinal plants available naturally in the Indian
subcontinent,Ayurveda originated more than 5,000 years
ago and was developed by ancient Indian sages like,
Charka, Sushruta and Vaghbhata. AcharyaCharaka has
said that all herbs on the earth contains medicinal values,
curing the diseases and also teaches us how to balance of
our body, sense of organs, mind and soul. According to
World Health Organization (WHO), 65% to 80% of world
population currently uses medicinal plants as remedies for
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various diseases. Botanist identifies the medicinal plants
based on biological characteristics. It takes more time to
identify plants species because one plant may have a
similar kind of morphological features with another plant.
Incorrect identification will lead to bad impression about
Ayurvedic medicines and produce unexpected side effects
in human beings. It is hard to remember names of every
medicinal plant hence it is very much essential to build an
automatic identification and classification system for
greater benefits. The purpose of automatic identification
and classification of medicinal plants is to educate and
provide information to common people and farmers, which
will help to increase the cultivation of medicinal plants.
This system also provides medicinal knowledge and
species database to the suppliers, agents, pharmacy
students, pharmaceutical companies, research students,
Ayurveda practitioners, herbal plant researchers, botanists
and to the cosmetic industry. Plants are identified based on
leaves, flowers, bark, seed, fruits, roots, stem and other
parameters like height, region of its growth and
environmental factors. For identification of plants many
authors consider only leaves of the plants, because leaves
are of two-dimensional nature and are available at all the
time. But less research is done in identification of
medicinal plants using flower and fruits/seeds because
they are three dimensional in nature and available only in
specific seasons. This paper will give brief review about
medicinal plants identification and classification with the
help of different technologies used in pre processing,
feature extraction and classification phases.

Il. OBJECTIVES AND METHODOLOGY

e The paper aims at designing an automated system
for flora Identification that helps in providing
medicinal knowledge to common people.
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e The objective of this system is to reduce manual
work and increase the efficiency by the automatic
identification of medicinal plants using image
processing technigques

e This helps in identification of which part of the
plant has medicinal value for which disease this
medicine is going to be used.

Methodology:
The methodology flow includes
e This project propose an image pattern

classification to identify different types of plants.

e The purpose of this research is to find
appropriate medicinal values of plants based on
leaf and flower.

e The features of shape, color and texture are
extracted from these images.

o  After that, these images are classified by CNN

classifier.

A combination of several features are used to

evaluate the plant.

e Based on evaluation the plant is identified.

Image Acquisition

Leaf images used in this work were captured using a
digital camera in natural light with camera position
vertically over the leaf. Background may be present in the
images, which are eliminated later in the pre-processing
step. Image Pre Processing Pre-processing is primarily
used here for removing the background area .This step
includes.

Grayscale conversion: a grayscale or grey-scale digital
image is an image in which the value of each pixel is a
single sample, i.e., it carries only intensity information.

Feature Extraction
In this process the shape, colour and texture of the
leaf are extracted from the images.

Classification

In this method, we are using CNN algorithm.

CNN is a type of Machine Learning network that applied
to image displaying problems. It is used to detect what is
the image and what is involved in the image. A CNN
consists more than one convolutional layers.

In this process each sample should be classified similarly
to its surrounding samples.Therefore, if the classification
of a sample is unknown, then it could be predicted by
considering the classification of its nearest neighbor
samples.
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Plant identification
Based on the classification of this nearest neighbour plant
will be identified.

DESIGN AND IMPLEMENTATION

Classifier

| Festure Extracsos

Fig.4.1.1dentification and classification of Medicinal
plants

Image Processing in Leaf:

Leaf pattern recognition usually follows the steps shown
in Figure 1. The most important part of this study is to
extract distinctive features of leaves for plant species
recognition. In this case, different classifiers using high
performance statistical approaches have been used to
perform leaf features extraction and classification.

The pre-processing step consists of image re-
orientation, cropping, gray scaling, binary thresholding,
noise removal, contrast stretching, threshold inversion,
and edge recognition. Image Pre -processing refers to
working on images in order to convert it in a suitable form
on which the algorithm can be worked. The captured
images will be cropped and be resized so that it can be
effectively tested. In Digital image processing, computer
algorithms are applied to execute image processing on
digital images .Pre-processing consists of Resize Image,
Filter Image, Segment Image, Crop Image, Binarization.
Turkoglu and Hanbay suggested that leaf feature
extraction could be done by dividing the leaf image into
two or four parts, instead of extracting for the whole leaf.

Gray scale conversion of the image into
geometrical data is implemented to optimize the contrast
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and intensity of images. Later, the thresholding process
creates a binary image from the gray scaled image to
translate the value of the image to its closest threshold,
and therefore having either one of two possible values for
each pixel, as presented in Figure 4.2. Different types of
noises, such as grains, and holes, could affect digital
images; therefore erosion and dilation are a series of

operations implemented in order to remove the
background noises. The images are considered
homogenous if they do not exhibit substantial

divergences between one another in terms of contrast
stretching. In homogeneity is caused by the lack of
uniform lighting upon the image contours of images and
further refined by diminishing the contours with small
lengths with regards to its largest contour.

(raycale inan (ontour

Fig 4.2. Image pre-processing stages

Feature Extraction

Feature extraction module is a module that is used
to perform feature extraction that produces identifier.
Feature extraction technique used is the analysis of
texture. In texture analysis obtained some identifier be a
major element for the identification process. The
identifier are: entropy, energy, contrast and homogeneity.
Entropy measures the randomization of the intensity
distribution of the image pixels. Energy is a feature to
measure the concentration of the intensity in the pair co-
occurrence matrix. The greater the energy value if the
spouse is eligible matrix pixel intensities are concentrated
in a few coordinates co-occurrences and shrink when
lying spread. Another feature is the contrast that is used
to measure the strength of the difference in intensity in
the image. The opposite of contrast is intensity variations
in the image. Values greater homogeneity if the variation
in the intensity of the image decreases and vice versa.
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Convolutional Neural Network (CNN):
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Fig 4.3. Leaf Pattern Detection with convolution
neural network.

CNN implements deep learning to machine image
processing in order to classify pictures of leaf samples.
Recent development of hardware and information
processing technology has made deep learning a self-
learning method that utilizes massive sum of data in a
more feasible manner as shown in Figure.The CNN
initially aims to imitate the visual system of human. The
retina identifies edges of an object by strong intensity of
light compared to the whole object in the human visual
system. This information is sent to lateral geniculate
nucleus(LGN).Simultaneously, the image information
from the retina of the left and the right eyes give depth
perception which provides distance information. These
data are sent to secondary visual cortex (V2) where
recognition of overall shape and color perception of
different segments of the image are taking place before
being transferred to tertiary visual cortex (V3) to interpret
the color of the whole object.

ICGCP —2021 SCE, BANGALORE-57
40



ICGCP-202!

Algorithm Design

Convolutional Neural Network (CNN) — Dee
Learning

D — BICYCLE

FULLY
CONNECTED

INPUT

CONVOLUTION + RELU  POOLING CONVOLUTION + RELU  POOLING

\

FEATURE LEARNING

FLATTEN SOFTMAX

CLASSIFICATION

Figure 2 : Neural network with many convolutional
layers

Convolution Layer

In this model, we are using CNN classifier. The classifier is
utilized for the classification of the Image Fusion and
Recursive Filtering features.A convolution multiplies a
matrix of pixels with a filter matrix or ‘kernel’ and sums up
the multiplication values. Then the convolution slides over
to the next pixel and repeats the same process until all the
image pixels have been covered. Our brain has a complex
layer of neurons ,each layer holds some information about
the object and all the features of the object are extracted by
the neurons and stored in our memory, next time when we
see the same object the brain matches the stored features to
recognize the object, but one can easily mistake it as a
simple “IF-THEN” function, yes it is to some extent but it
has an extra feature that gives it an edge over other
algorithms that is Self-Learning, although it cannot match
a human brain but still it can give it a tough competition .
Image is processed using the Basic CNN to detect the leaf.
The data training in our CNN model has to satisfy following
constraints:

1)There should be no missing values in our dataset.

2) The dataset must distinctly be divided into training and
testing sets, either the training or the testing set shouldn’t
contain any irrelevant data out of our model domain in case
of an image dataset all the images must be of the same size,
one uneven distribution of image size in our dataset can
decrease the efficiency of our neural network.

3) The images should be converted into black and white
format before feeding it into the convolution layer because
reading images in RGB would involve a 3-D numPy matrix
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which will reduce the execution time of our model by a
considerable amount.

4) Any kind of corrupted or blurred images should also be
trimmed from the database before feeding it into the neural
network . Now we have learned the data pre-processing
rules, let us dive right into the working of the convolutional
neural network.

1. Convolution layer

« This layer involves scanning the whole image for
patterns and formulating it in the form of a 3x3
matrix.

* This convolved feature matrix of the image is
known as Kernel. Each value in the kernel is known
as weight vector.

activation map
32x32x3 image
5x5x3 filter

Seis 28

convolve (slide) over all
spatial locations

Fig 4: Convolution layer
2. Pooling layer
»  After the convolution comes to the pooling here
the image matrix is broken down into the sets of 4
rectangular segments which are non-overlapping.
* There are two types of pooling, Max pooling and
average pooling.
» Max pooling gives the maximum value in
the relative matrix region which is taken.
» Average pooling gives the average value in
the relative matrix region.
» The main advantage of the pooling layer is
that it increases computer performance and
decreases over-fitting chances.

|| 7/
. -

Convolved
feature

Pooled
feature
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3. Activation layer (ReLu)

It the part of the Convolutional Neural Networks where the
values are Normalized that is, they are fitted in a certain
range. The used convolutional function is ReLU which
allows only the positive values and then rejects the negative
values. It is the function of low computational cost.

10
I

o

— 10 —5 ) o Ly

4. Fully connected layer

Here the features are compared with the features of the test
image and associate similar features with the specified
label. Generally, labels are encoded in the form of numbers
for the computational ease, they will be later converted into
their respective strings.

%5
=]

Convalution Pooling Convalution
+Rely +Relu

Feature Maps Feature Maps

Feature Maps

Feature Maps
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|
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Figure 10 : Complete CNN architecture

Provide input image into convolution layer Choose
parameters, apply filters with strides, padding if requires.
Perform convolution on the image and apply ReLU
activation to the matrix.

Perform pooling to reduce dimensionality size

Add as many convolutional layers until satisfied

Flatten the output and feed into a fully connected layer (FC
Layer)

Output the class using an activation function (Logistic
Regression with cost functions) and classifies images.

RESULTS

Identify and classify the leaf based on the
characteristics whether it is normal or medicinal plant. If it
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is a medicinal plant then it shows common name, scientific
name of a plant and for which disease this medicine is going
to be used

CONCLUSION

History of Ayurveda says every plant has a medicinal

value, so the identification of which part of the plant has
medicinal value and for which disease this medicine is
going to be used. Medicinal plant parts like leaves, flowers,
bark, seeds, fruits, roots, and stem are used in many disease
diagnosis. Through these plants parts botanists and herbal
practitioners are identifying the medicinal plants manually
which is time consuming process. The objective of this
study is to reduce manual work and increase the efficiency
by the automatic identification of medicinal plants using
image processing techniques. From the literature survey the
majority of the researchers used leaf features for the
classification of medicinal plants and less research work
was done in classification of medicinal plants using flowers
and fruits/seeds.
Our work is to enhance the research in identification and
classification of medicinal plants as herbs, shrubs and trees
using flowers and fruits/seeds features including leaf.
Automatic identification and classification of medicinal
plant will provide medicinal knowledge to common people
and farmers which help in increasing production of such
essential plants. This automatic classification system also
helps botanists, consumers, forestry services, taxonomists,
pharmaceutical companies and Ayurveda practioners to
identify and classify the medicinal plants without any
human assistance.

Future scope:

The medicinal plants are closely connected with the
traditional knowledge of its use. During the early periods,
the knowledge of the medicinal plants was transferred from
one generation to another generation orally and no
documentation of the medicinal plants has been recorded.
It is essential to evaluate the herbal plant scientifically and
documents should be made to know their medicinal
properties. To revitalize Indian medicinal heritage, through
creative application of the traditional health sciences for the
enhancement the quality of health care in rural and urban
India, extensive research on plants for natural leads is very
essential.
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Abstract: Image enhancement is considered as one of
the most important techniques in image processing.
The main aim of image enhancement is to enhance
the quality and visual appearance of an image, or to
provide a better representation for future automated
image processing. . One of the most important stages
in medical images detection and analysis is Image
Enhancement Techniques. It improves the clarity of
images for human viewing, removing blurring and
noise, increasing contrast, and revealing details.
Many images like medical images, satellite, aerial
images and also real life photographs suffer from
poor and bad contrast and noise. It is necessary to
enhance the contrast and remove the noise to increase
image quality. The existing techniques of image
enhancement can be classified into two categories:
Spatial Domain  and  Frequency  Domain
Enhancement. In this paper, we present an overview
of Image Enhancement Processing Techniques in
Spatial Domain. More specifically, we categories
processing methods based representative techniques
of Image enhancement. Thus the contribution of this
paper is to classify and review Image Enhancement
Processing Techniques as well as various noises has
been applied to the image. . It will be useful and
easier to improve the quality of the respective image

1. Introduction:

For improving the quality of the image and to give
better input for processing the image, we use image
enhancement technique. Based on this, the
enhancement techniques are categorized into two
types: 1. Spatial domain methods: In this method, the
operation takes place directly on the pixels of the
image which in turn leads to contrast enhancement. 2.
Frequency domain methods: In this method, the
operation takes place on the Fourier transform of the
respective image. Real time solutions are carried out
in spatial domain, because it is very simple, easy to
interpret and mainly the complexity range is very
low. Robustness and imperceptibility factors are the
two major criteria which is lacking in spatial domain.
The assessments of functions are performed with
respect to frequency in frequency domain method for
the purpose of increasing the quality of the image. It
works on Fourier transform, discrete cosine and sine
trans-form of the image. By using this method we can
improve the quality of the respective image by
making changes in the transform coefficient
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functions. The advantages of frequency domain
image enhancement include low complexity of
computations, manipulating the frequency coefficient
of an image and by the application of improved
version of domain properties. The major drawback of
this method is it cannot produce clear picture of back-
ground. That is basically it cannot enhance all the
parts of the image. It can focus only on particular
parts. Noise removal from the image plays a vital role
and it is also one of the most important tasks in
applications such as medical field, in which the noise
free images will lead minimum error detection.
Filtering is a technique which acts as a tool for
removing the noise present in the image. The paper
presents the narration of spatial domain techniques,
different type of noises and the filters applied to the
noises.

2. Spatial Domain Filtering
Techniques

Inadequate amount of processing tools are required
for spatial domain technique and mainly it requires
very less computation time. This process is done by
using the mathematical formula, and it is denoted by
the Eq. (1).
9(x.y)=TI(x.Y)] 1)
Where

f(x,y) corresponds to the image which is taken as
input,

g(x,y) corresponds to image which we obtain as
output,

T denotes operator which is defined on f applied
over a neighboring point(x, y.)

Here by using this technique, we can reduce the
noise by applying this operator to the single pixel of
an image or to different set of images. The spatial
processing includes basic intensity transformation
functions. The respected value which is obtained
from the function is given in the expression of the
formin Eq. (2).

S=T(n) 0]
The pixel value(r) is mapped with pixel value(s) by
using the transformation T. Intensity transformation

involves three types of transformations which are
used for image enhancement process. They are:

e Linear- negative transformation.
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e Logarithmic- log transformation.

e  Power law- Intensity transformations.
These transformation functions are very effective and
considered to be the simplest and easiest methods to
implement8. Here the functions r and s represents the
pixel values before and after processing the image.
These techniques were used in5.

2.1 Image Negatives

Negative of the image or inverting the pixel of the
image is one of the methods in image enhancement
process. Image negatives are calculated by negative
transformation with the intensity level is present in
the range of [0, L-1]. It is represented by the formula
(Eq. (3)).

S=L-1-r (3)

Photographic negative of an image is obtained by
reversing or inverting the intensity level of the image.
In an image, if the darker areas are predominant and
larger means we can apply this technique for
improving the grey or white information combined
with darker parts of the image. Inverting input low
lighting video as well as dehisce algorithm
techniques are used in image negative by7. These
algorithms are used in the improvement of LCD
displays and low quality videos. Figure 1 represents
original image. Figure 2 represents the negative of
the original image.

Fig.1 represents original image.

Fig. 2 represents the negative of the original image.

ISBN: 979-85-27243-6!-1

Sapthagiri College of Engineering

2.2 Log Transformation

Log transformations are mathematically expressed
using the Eq. (4).
S=clog (1+r) 4)

Where C is taken as constant. It is taken that r>=0.
This technique was used by [24]. By using this log
transformation darker pixel values of the image are
expanded by compressing the values in the higher
levels. For inverse log transformation function the
process is done at the reverse order. Compression of
dynamic range values in an image by giving large
variation in the pixel value is considered as the main
characteristics of log transformation. Log reduction
zonal magnitude technique was used in [5]. These
techniques are mainly used in security surveillance
applications. Figure 3 represents log transformation
image.

Fig.3 Log transformation image.

2.3 Power Law Transformation

Power law transformation is another technique used
for image enhancement process. The basic form of
power law transformation is given in the Eq. (5).

S=cr¥

(®)
Where ¢ and y are positive constantsé used this
technique. The input value which is thin and of
darker range is mapped with output value which is
having broader range by using the power law curves
with the fractional values of y. If higher level values
are given to input, the process is done in the reverse
order. Capturing image, respond to display of the
image and printing the image are considered as the
applications done by using power law technique. In
general we state the exponent of power law equation
as gamma. Gamma correction is the process or
procedure which will rectify or correct the power law
response.
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Fig.4 Power Law Transformation

It can also be also useful for general purpose contrast
manipulation.  Bitwise  linear  transformation
technique is uses here by [34]. This technique is
applied in computer vision enhancement. Figure 4
shows power law transformation image.

2.4 Piecewise Linear Transformation

In this transformation each pixel value of the image is
manipulated. This transformation technique is used
for enhancing the quality of the image by altering the
range of values. Content classification and adaptive
processing techniques are used here by [11].
Arbitrary complex functions can also be solved by
using piecewise linear method. This is considered as
the major advantage of this technique. There are three
different types for this kind of transformations. The
types are

e  Contrast stretching method.
e Intensity level slicing method.
e Bit plane slicing method.

Patidar et al.26 used this technique for image
enhancement. The main applications are the
improvement in the quality of image/video security
surveillance. Contrast stretching is treated as easiest
and simplest methods of linear transformation
functions. Content adaptive algorithm is proposed by
[19]. Improper illumination occurrence in low
contrast value, in image sensor there will be loss of
dynamic value and also in acquisition of image
wrong placement of lens aperture may happen during
processing the image. According to the display
device contrast stretching will expand the intensity
level range in the respective image such that it covers
the full intensity value. Another type is intensity level
slicing. It is basically used to improve the quality of
image[33]. Specific range of intensity of the image is
highlighted in intensity level slicing method. It can be
implemented in several ways, but most are the
variations of two themes. One value is mapped with
similar range of interest and other with similar range
of intensities. This is one of the approach [15]. Next
approach is slicing the pixel values bit by bit. In an
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image pixels are represented as the digital values
defined bit by bit. Suppose the intensity of each and
every pixel in a grey scale image having 256 bits is
composed of 8 bits each, then we can highlight the
appearance of the overall image by specific group of
bits instead of highlighting the range of intensity
level. Genetic algorithms are given in bit plane
slicing method proposed by [23]. These techniques
are mainly used in CT scan and medical imaging.
Relative importance of an image is analyzed in the
image bit by bit using decomposition of an image
into its respective bit planes. Quantization of image is
done determining the adequacy of bits that is
produced as a whole. This is the procedure done in
bit plane slicing [18]. Image compression can also be
done by using this decomposition procedure, in
which fewer than all planes are used in reconstructing
an image. Numerous spatial domain processes
consider the histogram as the efficient technique for
pre-processing.

Histogram manipulation is the process in which the
values obtained from the values are mapped with the
functions to enhance the appearance of the image.
Contrast enhancement techniques is generally divided
into two groups

* Histogram Equalization (HE),
* Tone Mapping.

3. Noises vs. Filters

Noise is defined as random variations in image
intensity. It appears as grains in the image. Noise can
insert into the image through different ways [32]. It
mainly depends on how an image is created. Noise is
generated in sensor or transmission channel during
the acquisition process. In image processing image
enhancement and noise’ removal proved to be the
major challenge. Noise should be removed from the
image in order to recover the original information.
Many factors contribute to their role in the
introduction of noise in an image. The quantification
of noise specifies the number of pixels in the image
which is corrupted [32]. Various source of noise in
digital images are:

*  Environmental condition

+ Insufficient light levels.

« Interference in transmission channel.
»  Dust particles.

Noise will affect the quality of the image based on
the type of disturbance and to which extent it gets
embedded in the image. In digital image different
types of noises will occur. They are
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»  Gaussian Noise

«  Salt and Pepper Noise
»  Speckle Noise

»  Poisson Noise

*  Quantization Noise

3.1 Filters Applied for Different Noises

High frequency that are present in the image,
(smoothing the image) or low frequency of an image,
(enhancing or detecting edges of an image) can be
removed or suppressed by using the filters. Three
types of filters are,

e Mean filter
e  Median filter
e Wiener filter

Applications

e  Traffic monitoring.
e  Security Surveillance method.
e  Computer vision.
e LCD display device.
e Low quality video.
e  Traffic monitoring; Medical imaging.
e Image/ Video Security Surveillance.
e Medical Image, poor quality Video as well
as audio.
Compression video, CT scan.
Satellite image.
Face recognition.

e Computer aided diagnosis.
Conclusion

Image enhancement is the improvement of digital
image quality without knowledge about the source of
degradation. In this paper spatial domain techniques
like intensity transformation, piecewise linear
transformation techniques, histogram equalization
were reviewed. Different processing techniques and
applications of those spatial domain enhancements
were analyzed. Also discussed different kinds of
noises are applied to the image. Then filters are
applied to those noisy images. From this, conclude
that different filters and noises are compatible for
removing almost all kinds of noises and helpful in
improving the quality of the images.
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ABSTRACT-: Deep neural network,
the branch of Artificial Intelligence is
widely used in the detection of lip
reading and to improve visual speech
recognition. The visual motion of the
lips and the corresponding words or the
subtitles are generated which are
correlated. A CNN(Convoluted neural
network) is used to detect the movement
of the lips and judge the words that
have been spoken and is put onto the
textual format. The CNN also relieves
the information from the cintent as well
as from the knowledge of the language.
The aim here is to use artificial
intelligence as the source in order the
detect the movement of the lips and also
on focusing on presenting the results
both in terms of accuracy of the trained
neural network on test data.

1. INTRODUCTION:
Lip reading could be described as the
process of decoding text from visual
information generated by the speaker’s
mouth movement. Lip reading as also
known as speech recognition would be
difficult for the humans to understand
without the context and the knowledge of
the language. Several seemingly identical
lip movements can produce different
words, therefore lip reading is an
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inherently ambiguous problem in the word
level. A machine that can be used to read
and detect the words in the lip reading as a
lot of practical applications in the silent
environment, crime detection, automated
lip reading of speakers with damaged
vocal tracts, biometric person
identification, multi-talker simultaneous
speech decoding, silent-movie processing
and improvement of audio-visual speech
recognition. Lipreading and audio-visual
speech recognition in general was
revolutionized by deep learning and the
availability of large datasets for training
the deep neural networks. Lipreading is an
inherently supervised problem in machine
learning and more specifically a
classification task. However , this models
could not achieve the results expected.[1]

Figure 1: Lip reading patterns

2. PROPOSED WORK

Sapthagiri College of Engineering
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The proposed framework detects and
surveys the mouth region area later it
designs and implements the real — time
system which is capable to read the lips
from the video which are the trained data
sets. Explore the possibility to recognize
sentences in real-time. The lip cropping
technique includes four major steps: face
detection, cropping module, feature
extraction and text decoding involves
distinguishing between the faces and non
faces, cropping modules.

3. ARCHITECTURE
Convolution Neural Network is commonly
made up of only three-layer types:
Convolution (CONV), Pooling (POOL),
and Fully Connected (FC) layers, where
CONV and POOL layers are ordinarily
repeated several times to create a Deep
Neural Network and extract high-level
features. A Fully Connected layer is a
normal Multi-Layer Perceptron that uses a
SoftMax activation function in the output
layer. The whole architecture is then
trained by updating and adjusting
filters/weights in the Neural Network
though a training process in the similar
way as with a normal NN

The proposed system architecture is based
on the working of CNN.

1.1t is designed with an input layer, 3
hidden layers, and an output layer with the
hidden layer having 32,64, and 96 neurons
respectively.

2.1t also uses SoftMax as a probability
classifier and max pooling to reduce the
number of parameters in subsequent
layers.

oe i
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4. ALGORITHMS
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Face Detection the use of Viola Jones
Algorithm

The Viola-Jones set of rules is a broadly
used mechanism for item detection. The
main assets of this set of rules is that
schooling is slow, however detection is fast.
This set of rules makes use of Haar
foundation function filters, so it does now
no longer use multiplications. The essential
photo lets in integrals for the Haar
extractors to be calculated via way of means
of adding simplest 4 numbers.

¥ x

p=0 @g=0

Detection takes place inner a detection
window. A minimal and most window
length is selected, and for every length a
sliding step length is selected. Then the
detection window is moved throughout the
photo Each face popularity clear out out
(from the set of N filters) carries a fixed of
cascade- linked classifiers. Each classifier
appears at a square subset of the detection
window and determines if it seems like a
face. If it does, the following classifier is
applied. If all classifiers give a nice
solution, the clear out out offers a nice
solution and the face is recognized.
Otherwise the subsequent clear out out
withinside the set of N filters is run. Each
classifier consists of Haar function
extractors (susceptible classifiers).

Iy—1

o Z Foi > 6,
i=0

0, otherwise

F.. 2 {am,ir iffm,i > tm,z'
mi o (B, otherwise

Each Haar function is the weighted sum of
2-D integrals of small square regions
connected to every different. The weights
might also additionally take values £1. Haar
function extractors are scaled with admire
to the detection window length. Figure
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four.four: Example rectangle functions
proven relative to the enclosing detection
window The classifier selection is
sum of the 2-D integrals. is the selection
threshold for the i-th function extractor.
am,i and Bm,i are regular values related to
the i-th function extractor. Om is the
selection threshold for the m-th classifier.
Figure four.5: Object detection Viola-Jones
clear out out The cascade structure could be
very green due to the fact the classifiers
with the fewest functions are positioned at
the start of the cascade, minimizing the
overall required computation. The most
famous set of rules for functions schooling
is AdaBoost.

This set of rules has 4 stages: 1. Haar
Feature Selection

2. Creating an Integral Image
3. Adaboost Training
4. Cascading Classifiers

The functions sought via way of means of
the detection framework universally
contain the sums of photo pixels inside
square regions. As such, they undergo a few
resemblance to Haar foundation functions,
that have been used formerly withinside the
realm of photo-primarily based totally item
detection.[3] However, because the
functions utilized by Viola and Jones all
depend upon multiple square place, they are
commonly greater complex. The cost of any
given function is the sum of the pixels
inside clear rectangles subtracted from the
sum of the pixels inside shaded rectangles.
Rectangular functions of this kind are
primitive while in comparison to options
inclusive of steerable filters. Although they
are touchy to vertical and horizontal
functions, their remarks is notably coarser.
These regularities can be matched the use
of Haar Features. A few are not
unusualplace to human faces:

* The eye location is darker than the upper-
cheeks.
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» The nostril bridge location is brighter
than the eyes.

Composition  of  properties
matchable facial features:

forming

* Location and length: eyes, mouth, bridge
of nostril

* Value: orientated gradients of pixel
intensities

The 4 functions matched via way of means
of this set of rules are then sought
withinside the photo of a face .

Rectangle functions: ¢ Value = X (pixels in
black place) - X (pixels in white place) ¢
Three types: two-, three-, 4-rectangles,
Viola & Jones used two-rectangle functions
.Each function is associated with a unique
vicinity withinside the sub-window An
photo illustration known as the essential
photo evaluates square functions in regular
time, which offers them a huge velocity
gain over greater sophisticated opportunity
functions. Because every function's square
place is constantly adjoining to as a
minimum one different rectangle, it follows
that any two-rectangle function may be
computed in six array references, any three-
rectangle function in eight, and any 4-
rectangle function in nine.

Convolution Neural Network

In deep learning, a convolutional neural
network is a class of deep neural networks
most commonly used to analyze visual
images. Each neuron on one layer is
connected to all neurons on the next layer.
The "tight connection” of these networks
makes them prone to overfitting of the data.
Typical forms of regularization include
adding some sort of size measure of weights
to the loss function. They take a different
approach to regularization: they use the
hierarchical pattern in the data and
assemble more complex patterns from
smaller, simpler patterns. Therefore, in
terms of connectivity and complexity,
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CNNs are at the lower end. The network is
one of the most popular algorithms for deep
learning with images and videos. Like other
neural networks, a CNN consists of an input
layer, an output layer and many hidden
layers in between.These layers perform one
of three types of operations on the data:
convolution, grouping, or rectified linear
unit (ReLU).

» Convolution places the input images
through a set of convolution filters, each of
which activates certain properties of the
images.

* Clustering simplifies output through non-
linear downsampling, which reduces the
number of parameters the network needs to
know.

* Rectified Linear Unit (ReLU) enables
faster and more effective training by
mapping negative values to zero and
maintaining positive values. These three
operations are repeated over tens or
hundreds of layers, and each layer learns to
recognize different properties.

Figure 4.6: CNN example

Classification Levels

After the feature recognition, the
architecture of a CNN changes to the
classification. Next to the last layer is a
fully connected (FC) layer that creates a K-
dimensional vector, where K is the number
of classes the network can predict.This
vector contains the probabilities for each
class of each classified image. The final
layer of the CNN architecture uses a
SoftMax  function to provide the
classification output.
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In this way, each SoftMax output value sj
corresponds to the probability that the MLP
input data sample belongs to class j.A
rectified linear unit function (ReLU) is
applied to the local receptive field z (I) of a
hidden layer 1 as follows

a_(l) s m(l.’lf(O, z(l))’ z(l) c IR'W'xHxD

5. RELATED WORKS

Zhang et al. It is designed to analyze your
statistics. According to histogram statistics,
hue has proven to be a suitable metric
because it shows uniform properties under
different lighting conditions, and only
shows subtle details in the original image
and a single image of the lip region of
interest

In the work of the authors Skodras and
Fakotakis, the RGB image is converted to
the L * a* b * color space to increase the
color contrast between the lip and non-lip
regions; previously, the nearest neighbor
segmentation technique was used. k stands
for grouping method. It performs pixel
classification by calculating the Euclidean
distance between pixels and color markers.
Then perform a binary morphology, the
most suitable ellipse defines the lip area.
Finally, cue points are extracted for lip
recognition.

In the look at performed through Sujatha
and Krishnan, image-primarily based
totally detection became implemented in
extracting the lip region. The gain of the use
of the approach proposed is that a
dependable lip ROl may be extracted with
out usage of geometric residences along
with corners and side detection procedures.
The localization of the lip ROI had
controlled to acquire a high-stage accuracy

exp(y;) :
8; = 8 = =1,...
ef 7 J,{y} > vty exp(yr)
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to carry out key factor detection of lips. Its
parameters are without problems adjustable
and it may be initialized from a in addition
distance from the very last aspect instead of
while the use of the conventional snake’s
technique.. Following from that, an stepped
forward model of the leaping-snake version
turned into added with the aid of using
Xinjun et al. An development on hybrid
gradient field, seed preliminary function
and updating technique of the seed turned
into visible on this new method. Error
detection-restoration method turned into a
brand new addition to the method which
added ahead the stepped forward end result
of higher effectiveness and the stableness
the use of the proposed set of rules.

To detect the lip contour a fuzzy clustering
method was used by L.L Mok et al in the
color space used having a combination
with the ASM algorithm. Employing both
the Active Contour Model and fuzzy
clustering method the lip contour was
extracted with elliptic shape information.
By an expectation-maximization algorithm
and initialization of snake method
following a hybrid system made up of
color transform in RGB space, by multi-
level gradient flow maximization it was
ideal for the region above and below lips
contour, Bouvier et al brought into use.

Matthew W. Hoffman, Thomas Paine,
Cian Hughes, Hank Liao, Hasim Sak,
Kanishka Rao, Lorrayne Bennett, , Ben
Coppin, Ben Laurie, Andrew Senior, and
Nando de Freitas have showed us to
transform a raw video into a text. Their
approach was first to combine a deep
learning-based phoneme recognition
model with production-grade word-level
decoding techniques, the very 1st
component of the system is a pipeline used
to create the LSVSR dataset that we use
here, filtered through YouTube videos and
comprising of sequences coupled along the
clips of faces where they are talking. By
decoupling prediction and word translate
into original form as it is often done in
speech identification, therfore it can be
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possible to extend the words or sentences
without training them again the neural
network .

An end-to-end training system that
consumes an uncountable frames to not
make a written copy target data to revise
the recognition accuracy on the target
speaker domain-adversarial training for
speaker independence which is put into the
lipreader's growth based on a feedforward
and Long Short-Term Memory recurrent
neural networks.TensorFlow's Momentum
Optimizer using the stochastic gradient
descent to reduce the multi-class cross-
entropy to get optimization. The main
focus is for pushing the network to know
an intermediate data representation that is
domain-agnostic it means, it should be
independent even if input data is inherited
from a source speaker

Encoder-decoder along with attention
translator that was created for lipreading
and translation of mahine. Here, the
dataset that has been developed is built
from many hours of television broadcasts
that have spoken with subtitles of what is
told. It can work over a dual attention
mechanism that can work over availability
of visual and audio input . There is an
image encoder, audio encoder, and
character decoder in place to get
something that has been named as speech
recognition. The main aim was to
recognise spoken words.

6. SYSTEM DESIGN

Flow Diagram:
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| Video |

l Raw Video
| Pre Processing |

J' Frames

| Recognize Face |

l Face Data

| Crop Mouth Region |

l Cropped Mouth

| Visual Feature Extraction |

1 Extracted Features

I Normalization I

lNornu\lized Video Data

| Text Decoding |

Sequence Diagram:

Background
User SubLip Processing

Video

Face Re,
_ Face Ru‘ngmuun
Cropping

Feature
Extraction

13\\I‘mlmvrn'-\r —

Predicted Text with Vide L

Sequence Diagram for Face Detection,

Cropping and Pre-processing

Video Face Recognition Next Module
Preprocessing
Input and Cropping

Raw Videg
Divided into Frames

Oloy g
&ty
Calo

Detection of Haar Features

Identify g ROJ

This shows the sequence diagram for
training the system. It has Doc Video
Input, Pre-processing, Face Recognition
and Cropping and is given to next module.

ISBN: 979-85-27243-6!-1

Sapthagiri College of Engineering

We can see in the diagram, it shows a
series of message exchanging between
objects having different entities. The
horizontal rectangle boxes says the
lifetime of the object. The input video is
pre-processed where the video is made into
small frames and is converted to grayscale.

Sequence Diagram for Feature Extraction

and Text Decoding

Text

Decoding

1 Ex
Spatiotemporal Features

N
Ormalization of e ideo
«

Data fed into CNN

Predjere,
edicted text wigp vid
co

It shows Feature Extraction and Text
Decoding. Once the data from the previous
phase is processed for feature extraction
and normalization, the spatiotemporal
features are extracted and simultaneously
the video is normalized and is passed on to
the text decoding phase. The data is fed
back to the CNN which appears as
predicted text with video to the user.

7. METHODOLOGY

A. Data Pre-processing
B. Model training
C. Model Evaluating
D. Deployment

A. Pre-processing

In the pre-processing stage, the goal is to
process the data from raw video to get only
the region of interest - the mouth.

Focusing solely on the mouth area will
speed up the training. Therefore we must
first process every video from the dataset,
locating and cropping the mouth region
and then tracking this area for the rest of
the frames. These cropped frames are
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saved in the hard drive, so it is not
necessary to pre-process the data before
each training. Because there is not much
variation in color across the different
frames, we save the frames as a grayscale
image, reducing the size 3 times.

B. Model Training

If not specified otherwise, the model is
trained with the following parameters:

Number of epochs - 30 or end if validation
accuracy does not improve after 4
consequent epochs.

Learning rate - 1 x 10 ~ -4.
Hardware used

CPU - Intel(R) Core (TM) i5 CPU
2.67Ghz,

RAM -8 GB,

GPU - NVIDIA GeForce 940MX (4 GB
VRAM),

OS - Windows 10 Home
C. Model Evaluation

Evaluating the model accuracy is a key
task in every ML area. It is necessary to
find out if the model had learned patterns
that generalize well for unseen data instead
of just overfitting on the data it was shown
during training. There are many metrics of
measuring the predictive accuracy of a
model. For simplicity we use the test set of
GRID dataset, and perform a so called
Top-1 accuracy which means that the word
with highest probability must be exactly
the expected answer.
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D. Model Deployment

Model Built is put into use and we make
several test runs. Model is deployed in
python using command prompt, python
IDE and necessary python packages
installed. It uses the power of the CPU.
When the model is done predicting, it
outputs each word, which are then
displayed as text or in the form of a
subtitle.

8. RESULTS

The proposed system has
been trained within GRID
CORPUS dataset. The system
shows  variable  accuracy
between 70-80 % on the test
dataset. The Accuracy achieved
is depicted in Figure 8 while
comparing the kernel sizes. It is
evident from Table | that while
increasing the kernel size of
CNN from 3X3X3 to 5X5X5
the accuracy increases
significantly subject to number
of epochs.

model accuracy

044

al. accwracy

o
I
i

= kernel (3 x 3 x 3}

04—t
/ kermed (5 x 5 x 51

o F 4a B a 1o 12 14
apach

Figure 6.1: Showing model accuracy

9. CONCLUSION AND

FUTURE SCOPE
It can be concluded that the
proposed system is a unique
model which uses artificial
intelligence to predict the text
from a video sample. It can be
confidently said that with
minimal  requirements  the
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model designed reaches an
accuracy oddly close to two-
fold higher than that of a human
lip reader. The system can be
used in various fields such as
forensics, silent movie
processing, aid to the deaf and
dumb and many more areas of
interest.

The proposed system
can be extended to different
views of the scene in addition
to the frontal view. It can be
trained for other language
datasets other than that of
English (GRID CORPUS). It
can be designed for live video
feed detection too.
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ABSTRACT— The novel coronavirus 2019 (COVID-2019),
which first appeared in Wuhan city of China in December 2019,
spread rapidly around the world and became a pandemic. It has
caused a devastating effect on both daily lives, public health, and
the global economy. It is critical to detect the positive cases as
early as possible so as to prevent the further spread of this
epidemic and to quickly treat affected patients. The need for
auxiliary diagnostic tools has increased as there are no accurate
automated toolkits available. Recent findings obtained using
radiology imaging techniques suggest that such images contain
salient information about the COVID-19 virus. Application of
advanced artificial intelligence (AI) techniques coupled with
radiological imaging can be helpful for the accurate detection of
this disease, and can also be assistive to overcome the problem of
a lack of specialized physicians in remote villages. In this study, a
new model for automatic COVID-19 detection using raw chest X-
ray images is presented. The proposed model is developed to
provide accurate diagnostics for binary classification (COVID vs.
No-Findings) and multi-class classification (COVID vs. No-
Findings vs. Pneumonia). Our model produced a classification
accuracy of 98.08% for binary classes and 87.02% for multiclass
cases. The DarkNet model was used in our study as a classifier
for the you only look once (YOLO) real time object detection
system. We implemented 17 convolutional layers and introduced
different filtering on each layer. Our model (available at can be
employed to assist radiologists in validating their initial screening,
and can also be employed via cloud to immediately screen
patients.

L. INTRODUCTION

COVID-19 presentation, which began with the reporting
of unknown causes of pneumonia in Wuhan, Hubei province
of China on December 31, 2019, has rapidly become a
pandemic. The disease is named COVID-19 and the virus is
termed SARS-CoV-2. This new virus spread from Wuhan to
much of China in 30 days. The United States of America,
where the first seven cases were reported on January 20,
2020, reached over 300,000 by the 5th of April 2020. Most
coronaviruses affect animals, but they can also be
transmitted to humans because of their zoonotic nature.
Severe acute respiratory syndrome Coronavirus (SARS-
CoV) and the Middle East respiratory syndrome
Coronavirus (MERS-CoV) have caused severe respiratory
disease and death in humans. The typical clinical features of
COVID-19 include fever, cough, sore throat, headache,
fatigue, muscle pain, and shortness of breath.

XEBNOTBEXRIRANK-K/ X X/$XX.00 ©20XX IEEE

II. PROBLEM STATEMENT

In this project, we propose a weakly supervised deep
learning strategy for detecting and classifying COVID-19
infection from X-ray images. The proposed method can
minimize the requirements of manual labelling of X Ray images
but still be able to obtain accurate infection detection and
distinguish COVID-19 from non-COVID-19 cases. Based on the
promising results obtained qualitatively and quantitatively, we
can envisage a wide deployment of our developed technique in
large-scale clinical studies.

III. PROPOSED SYSTEM

In proposed system used to extract the features of Lung
and it used to increase the resolution and efficiency level of an
input. Here, view of Lung density it gives the exact level of a
density and it also finds the all supplements in Lung. To find a
COVID-19 and fracture it gives high resolution to find level of a
COVID-19. It is the combined process of a Lung feature
extraction.

1. Preprocessing

2. Feature Selection

3. Feature Extraction

4. Classification

Iv. SYSTEM ARCHITECTURE

Dataset was optimized through extraction of features.
After training and testing the proposed models with
optimized dataset and well implemented and integrated for
deployment.

If not found

(LA

Stage 1 : Image processing unit

Stage 2 : Classification
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The framework can be comprehensively sorted into
following significant stages:

Acquisition of image: Images are obtained either by lens or
by secretly deleting them from the contraction. Whatever
the source may be, it is very important that the image of the
data is transparent and cautious. An incredible picture is
needed for this.

Pre-Processing of image: In this process, the photo is
standardized by clearing the commotion, as it may confuse
the evaluation. Similarly, the image given as the
information may not be of standard size as required by the
figure, so it is vital that the image size needed is obtained.
Data storage aspect to preserve information images for
testing and training: if controlled learning will occur, as is
the case here, it is important to prepare data sets. The sample
database is the images collected during the photo
procurement process.

Classifier to classify the COVID: The classifier used here
is the last layer of the system which gives the true
probability of each experience. The project involves two
major parts Image preparation unit and grouping unit. The
object processing system enhances the image by removing
the clatter and noisy bits. The Lungs and the image will then
be isolated into different segments to isolate the Lung from
running the mill after the image features are evacuated to
check whether or not the Lung is contaminated.

V. ALGORITHMS
1. COVID ldentification Using CNN:

The invention of the CNN in 1994 by Yann LeCun
is what propelled the field of Artificial Intelligence and Deep
learning to its former glory. The first neural network named
LeNet5 had a very less validation accuracy of 42% since then
we have come a long way in this field. Nowadays almost
every giant technology firms rely on CNN for more efficient
performance. The idea to detect diseases in mulberry leaf
incorporates the use of CNN before we dive into the
“functionality and working of CNN” concept, we must have a
basic idea on how the human brain recognizes an object in
spite of its varying attributes from one another. Our brain has
a complex layer of neurons ,each layer holds some
information about the object and all the features of the object
are extracted by the neurons and stored in our memory, next
time when we see the same object the brain matches the stored
features to recognize the object, but one can easily mistake it
as a simple “IF-THEN” function, yes it is to some extent but it
has an extra feature that gives it an edge over other algorithms
that is Self-Learning, although it cannot match a human brain
but still it can give it a tough competition .

1. Convolution layer
This layer involves scanning the whole image for
patterns and formulating it in the form of a 3x3 matrix. This
convolved feature matrix of the image is known as Kernel.
Each value inthe kernel is known as weight vector.
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activalion map
32x32x3 image

/ : 5x5x3 filter
32

— 28

convolve (slide) ower all
spalial locations

Fig. Convolution Layer

2.Pooling Layer

After the convolution comes to the pooling here the
image matrix is broken down into the sets of 4 rectangular
segments which are non-overlapping. There are two types of
pooling, Max pooling and average pooling. Max pooling
gives the maximum value in the relative matrix region
which is taken. Average pooling gives the average value in
the relative matrix region. The main advantage of the
pooling layer is that it increases computer performance and
decreases over-fitting chances.

1
= =

Convolved Pooled
feature feature

Y

Fig. Pooling Layer

2. Activation Layer
It the part of the Convolutional Neural Networks
where the values are Normalized that is, they are fitted in a
certain range. The used convolutional function is ReLU
which allows only the positive values and then rejects the
negative values. It is the function of low computational
cost.

L0y

4]

—10 —5 ) o L0y

Fig. ReLU function

3. Fully Connected Layer
Here the features are compared with the features of

the test image and associate similar features with the
specified label. Generally, labels are encoded in the
form of numbers for the computational ease, they will
be later converted into their respective strings.
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VL LITERATURE SURVEY

2.1. A Lightweight Deep Learning Model for COVID-19
Detection,Siti _Raihanah _Abdani ; Mohd Asyraf

Zulkifley ; Nuraisyah Hani Zulkifley

Published in: 2020 IEEE Symposium on Industrial
Electronics & Applications (ISIEA).

COVID-19 is a contagious disease that has caused
more than 230,000 deaths worldwide atthe end of April 2020.
Within a span of just a few months, it has infected more than
4 million peoples across the globe due to its high transmittance
rate. Thus, many governments have tried their best to increase
the diagnostic capability of their hospitals so that the disease
can be identified as early as possible. However, in most cases,
the results only come back after a day or two, which directly
increases the possibility of disease spreaders because of the
delayed diagnosis. Therefore, a fast screening method using
existing tools such as x-ray and computerized tomography
scans can help alleviate the burden of mass diagnosis tests. A
chest x-ray is one of the best modalities in diagnosing a
pneumonia symptom, which is the primary symptom for
COVID-19. Hence, this paper proposes a lightweight deep
learning model to screen the possibility of COVID-19
accurately. A lightweight model is important, as such it
allows the model to be deployed on various platforms that
include mobile phones, tablets, and normal computers without
worrying about the memory storage capacity. The proposed
model is based on 14 layers of convolutional neural network
with a modified spatial pyramid pooling module. The
multiscale ability of the proposed network allows it to identify
the COVID-19 disease for various severity levels. According
to the performance results, the proposed SPP- COVID-Net
achieves the best mean accuracy of 0.946 with the lowest
standard deviation among the training folds accuracy. It
comprises of just 862,331 total number of parameters, which
uses less than 4 Megabytes memory storage. The model is
suitable to be implemented for fast screening purposes so that
better-targeted diagnoses can be performed to optimize the
test time and cost.

2.2. Automated detection of COVID-19 cases using deep
neural networks with X-ray images, Tulin Ozturk,
Muhammed Talo , Eylul Azra Yildirim

The novel coronavirus 2019 (COVID-2019),
which first appeared in Wuhan city of China in December
2019,spread rapidly around the world and became a
pandemic. It has caused a devastating effect on both daily
lives, public health, and the global economy. It is critical to
detect the positive cases as early as possible so as to prevent
the further spread of this epidemic and to quickly treat
affected patients. The need for auxiliary diagnostic tools
has increased as there are no accurate automated toolkits
available. Recent findings obtained using radiology
imaging techniques suggest that such images contain salient
information about the COVID-19 virus. Application of
advanced artificial intelligence (Al) techniques coupled
with radiological imaging can be helpful for the accurate
detection of this disease, and can also be assistive to
overcome the problem of a lack of specialized physicians in
remote villages. In this study, a new model for automatic
COVID-19 detection using raw chest X-ray images is
presented. The proposed model is developed to provide
accurate diagnostics for binary classification(COVID vs.

and multi-class classification (COVID vs.

No-Findin ?
N%B-%%?fﬁg 72\4§.'Glﬁneumonia). Our model produced a
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classification accuracy of 98.08% for binary classes and
87.02% for multi- class cases. The Darknet model was used in
our study as a classifier for the you only look once (YOLO)
real time object detection system. We implemented 17
convolutional layers and introduced different filtering on each
layer.

2.3. Automatic X-ray COVID-19 Lung Image Classification
System based on Multi- Level Thresholding and

Support Vector Machine, Aboul Ella Hassanien,Hassan
Aboul-Ella.

The early detection of SARS-CoV-2, the causative
agent of (COVID-19) is now a critical task for the clinical
practitioners. The COVID-19 spread is announced as
pandemic outbreak between people worldwide by WHO since
11/ March/ 2020. In this consequence, it is top critical priority
to become aware of the infected people so that prevention
procedures can be processed to minimize the COVID-19
spread and to begin early medical health care of those
infected persons. In this paper, the deep studying based
totally methodology is usually recommended for the detection
of COVID-19 infected patients using X-ray images. The help
vector gadget classifies the corona affected X-ray images
from others through usage of the deep features. The technique
is useful for the clinical practitioners for early detection of
COVID-19 infected patients. The suggested system of multi-
level thresholding plus SVM presented high accuracy in
classification of the infected lung with Covid-19. All images
were of the same size and stored in JPEG format with 512 *
512 pixels. The average sensitivity, specificity, and accuracy
of the lung classification using the proposed model results
were 95.76%, 99.7%, and 97.48%, respectively.

2.4. Classification of COVID-19 from Chest X-ray images
using Deep Convolutional Neural Networks,Sohaib
Asif, Yi Wenhui*, Hou Jin, Yi Tao, Si Jinhai

The COVID-19 pandemic continues to have a
devastating effect on the health and well- being of the global
population. A vital step in the combat towards COVID-19 is a
successful screening of contaminated patients, with one of the
key screening approaches being radiological imaging using
chest radiography. This study aimed to automatically detect
COVID:19 pneumonia patients using digital chest xray
images while maximizing the accuracy in detection using
deep convolutional neural networks (DCNN). The dataset
consists of 864 COVID-19, 1345 viral pneumonia and 1341
normal chest xray images. In this study, DCNN based model
Inception V3 with transfer learning have been proposed for the
detection of coronavirus pneumonia infected patients using
chest X-ray radiographs and gives a classification accuracy of
more than 98% (training accuracy of 97% and validation
accuracy of 93%). The results demonstrate that transfer
learning proved to be effective, showed robust performance
and easily deployable approach for COVID-19 detection.

2.5. A Deep Neural Network to Distinguish COVID-19 from
other Chest Diseases Using X-ray Images, Saleh
Albahli

A Deep Neural Network model provides a significant
contribution in terms of detecting COVID-19 and provides an
effective analysis of chest-related diseases taking into account
both age and gender. Our model achieves 87% accuracy in terms
of GAN-based synthetic data and presents four different types of
deep learning-based models that provide comparable results ¢g
other state-of-the-art techniques.
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VIL OBJECT ORIENTED DESIGN
3.1. Class Diagram:

Input Scan lmage

Preprocessing Classification
X ray | Sean =
Image Filtering of image CNN

Performance
measure

Accuracy
Emror Correction
Emor Rate

Segmentation Feature E

K Means clustering
method Integrated local
search

Fig .Class Diagram

3.2. Data Flow Diagram:

A dataflow outline is a tool for referring to
knowledge progression from one module to the next module
as shown in Fig. This graph gives the data of each module's
info and yield. The map has no power flow and there are no

circles at the same time.
Raw data
£ Record Data Data
preprocesing preparation
Training data

Model
training

Prepared model

Preprocessed
Data anery
preprocessing

Datasets

DFD-L1

Fig.Data Flow Diagram

3.3. Use Case Diagram:

A Use Case Diagram is a lot of situations that
reflect a client-frame relationship. A use case chart shows
the entertainer-to-use relationship. Usage cases and on-
screen characters are the two main elements of an usage
case diagram. An on-screen character refers to an user or
other person connected with the demonstrated process. A
use case chart in figure 4.3.3 is an out-of - the-box
perspective that speaks to some activity each module will
perform to complete an errand.

User

Fig.Use Case Diagram
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3.4. SEQUENCE DIAGRAM:

|Da tazet

User |

ImageList [ | ImageAnalysis | ’ FeedBack

i Upioagimage()

Anatyseimage()

Processimagel)

SendFeedBack() | AnalyseResult

ConfirmationStatus

Fig. Sequence Diagram

VIII. METHODOLOGY

In this project, X-ray images obtained from two
different sources were used for the diagnosis of COVID-19. A
COVID-19 X-ray image database was developed by Cohen JP
using images from various open access sources. This database is
constantly updated with images shared by researchers from
different regions. At present, there are 127 X-ray images
diagnosed with COVID-19 in the database. Below Figure shows
a few COVID-19 cases obtained from the database and the
findings of the experts.

1. Sample an open source dataset of X-ray images for
patients who have tested positive for COVID-19

2. Sample “normal” (i.e., not infected) X-ray images from
healthy patients

3. Train a CNN to automatically detect COVID-19 in X-ray
images via the dataset we created.

4. Evaluate the results from an educational perspective.

There are some steps to be followed in this system
i.e. are Preprocessing, Feature selection, Feature extraction,
Classification & Staging.

3.1. Preprocessing

The affected part need to be extracted without any
noises and blurness from the images, so here need to
apply some pre-processing techniques like Filtering,
Histogram equalization, Image enhancement ,noise
removal etc. Most of the preprocessing for image is
done with the help of Python software. The
preprocessing of image aims at selectively removing the
redundancy present in scanned images without affecting
the details which that play a role in the diagnostic
process. Each image is preprocessed to improve its
quality. The Preprocessing techniques which applied
here are as follows:
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1. Histogram equalization method was used to enhance
the contrast of the image.

2. Median filtering is required to remove the effect of
poor contrast due to Glare, noise and effects caused by
poor lighting conditions during image capture. A low
frequency image was generated by replacing the pixel
value with a median pixel value.

Segmentation: There are two types of pixels with different
density distribution:
1) Pixels within the very dense body and chest wall
structures (the body pixels) and
2) low- density pixels.

Optimal thresholding is applied on the pre-
processed Lung image to select a segmentation threshold to
separate the body and non body pixels through an iterative
procedure. The pixels with a density lower than the
threshold value are recognized assigned a value 1 and
appear white, whereas other pixels are assigned the value of
0 and appear black.

Acquired
Acquiring | s Preprocessing & Feature
an image P Segmentation Selection
v
Theraphy (lassifiaction Feature
Suggestions  [¢ & Staging Extraction

Fig. Architecture of the proposed system / BLOCK Diagram

Figure above shows the architecture of the
proposed system. Images of CT and PET scan are acquired
initially. Basically the medical images or scanned images
may not have high resolution due to the number of slices
per pixel and also contain noise. So the image is
preprocessed by applying specific preprocessing techniques
such as histogram equalization and Median filter to remove
noise and enhance the image. Next, the preprocessed image
is segmented for choosing the right portion of the infected
region . Then the selected features are extracted using
GLCM algorithm and stored in the database for
classification. The classification is based on growth of the
cell and it is done using CNN. Based on the classification,
stage of the cancer is identified which helps physician to
give suitable therapy.

3.2. Feature Selection

Feature Selection also called as variable selection.
It is the process which is used for selecting a small set of
relevant features for future use. After preprocessing have to
select the features or region from the preprocessed image
using genetic algorithm which is best in selecting the
feature for biomedical images.

3.3. Feature Extraction

Feature extraction is the process which involves for

cigzifpinogstheramant of resources required from a large set
of data accurately. Once features are selected then it need to
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be extracted. Image features Extraction stage is an important
stage that uses algorithms and techniques to detect various
desired portions or shapes. The selected features (affected
part) must be extracted. The GLCM is a tabulation which
shows how often various combinations of pixel values (grey
levels) occur in an image. Firstly create gray-level co-
occurrence matrix from image using gray comatrix function
in CNN. A GLCM denote the second order conditional joint
probability densities of each of the pixels, which is the
probability of occurrence of grey level i and grey level j
within a given distance ‘d’ and along the direction ‘0’.

9 features are considered for proposed method.

1. Area: It shows the actual number of pixels in the ROI.

2. Convex Area: It shows the number of pixels in convex
image of the ROI.

3. Equivalent Diameter: It is defined as the diameter of a
circle with the same area as the ROI.

4. Solidity: It is defined as the proportion of the pixels in
the ROL

5. Energy: It describes that the summation of squared

elements in the GLCM and its value ranges between 0

and 1.

6. Contrast: It is defined as the measure of contrast

between an intensity of pixel and its neighboring pixels

over the whole ROL.

7. Homogeneity: The homogeneity is the measure of
closeness of the distribution of elements in the GLCM
to the GLCM of each ROI and its Value ranges between
Oand 1.

8. Correlation: It is the measure of correlation of pixel to
its neighbor over the ROI.

9. Eccentricity: The eccentricity is defined as the ratio
between the distance between the focusof the ellipse
and its major axis length.

IX. CONCLUSION

This chapter aims to discuss the model results,
an evaluation of the proof of concept, future work to
improve the application and a personal statement.

The model resulted in a 65.7% accuracy using
the dice coefficient on thetraining set. The dice
coefficient is much lower on the training set however
the confusion matrix outputs a high true and false
positive rate on a set that contains positive and
negative samples. This indicates that the model is
great at distinguishing between X - Ray slices with no
COVID nodules compared to the ones with COVID. 1
believe with more hyper parameter tuning and model
training the accuracy could be increased. When
doctors find small nodules (less than 3mm) the
current practice suggests that they should wait and
rescan in 6-12 weeks to seesigns of growth.
Depending on the tumor, a tumor can grow up to
double its size and evolve to a more advanced form of
COVID. It is also important to note that the second
most frequent diagnosis is small tumors. The project
demonstrates that it would be possible for Doctor’s to
use CNN applications to aid their decision making
process regarding whether a patient with a small
tumour should perform a biopsy or rescan in a few
weeks which to a patient could mean early treatment
and a better prognosis.
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Abstract — Communication is one of the most important
thing now a day. As the speed of our lives is increasing day
by day, the importance of communication is also
increasing. But after all these times somewhere somehow
differently abled (people who cannot speak properly) are
having a hard time in communicating properly. As the
technology is growing rapidly and now that we have
powerful systems as well as lots of data, we can now create
a system which can help these differently abled people to
communicate more easily and efficiently. This paper is
about one such system which we created so that barriers of
communications can be destroyed.

.  INTRODUCTION

Communication is a basic requirement of every living
being for their survival and growth. The way a person
who cannot speak can communicate is by writing. But
writing everything every time is a tedious job. Also
carrying a pen and pad everywhere is a task in itself.

The other more efficient way in which they can
communicate is by using sign language. This is easier but
there are not many people who can understand or do
signs. Learning sign language is also not very easy so not
everyone learns it. It is also not in our curriculum so we
don’t have a compulsion studying it.

Work by [1] Salem Ameen and Sunil VVadera shows that
Methodology like CNN can be used to translate sign
language using Artificial Intelligence. Similar work is
done by [2] Amir jamal and Yumma Ajim. They also
showed if we provide enough data to a model then it can
help us in achieving our goal.

[3] Muttaki hasan, Tanvir Hossain Sajib and marinmoy
dey showed Not Only Deep learning but also algorithms
in machine learning such as KNN (K- nearest neighbours)
can also be used to achieve the task.

ISBN: 979-85-27243-6!-1

There are multiple algorithms of which we can take
advantage to build our system. Algorithms like CNN and
KNN are very powerful in their own ways. If
implemented properly with sufficient data, these
algorithms can do wonders.

One of the advancement which we did is giving power to
users to create their own dataset. As we know we may
look quite alike but there are multiple differences in
different human, other than physical differences there can
be differently oriented people. Some are left handed
others are right handed. It felt right to give power to user
so that they can create their very own gestures. We give
users the power to create their very own customized
model.

Although there are different algorithms to choose from,
we chose CNN for our model because of its special
features, which we will discuss further and high accuracy
that can be easily be achieved by using this alorithm

Il. MATERIALS & METHODS

The system in general requires only two things. Data and
model. We create our datasets on our own. This power of
creating datasets is given to the users because of pre-stated
reasons.

The user chooses a sign then performs it, the system
captures images of users hands, preprocess it and use it to
train the model.

Below figure shows how a image is taken cropped,
augmented and made important for our model to be
trained
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Figure 1: The image taken by the system

Figure 2: the Augmented image ready to be sent to the
machine

Once the Dataset is created the images are sent to our
algorithm.

CNN is used in this system which is based on human
visual cortex.

image patch hidden layer 1 hiddan layer 2 final layer
1 layer 4 feature maps 8 feature maps 4 class units
B3k JHa28 14x14 10w 10 Sxh

! |

)
max corvalution
pocling  [kernel: Sx5x8|

convelution
{kernel: SxSuxd)

cormvalution
[kerned: 9xSal)

Figure 3: Showing how CNN works

T
noaling

As any of neural network based algorithm works here also
we try to find out optimum weights for the kernel for
which we can get highest accuracy.

The image is passed through and back to a network of
convolution layer and max pooling layers to reduce the
loss.

Also one of the key ingredient in creating a accurate
model is using a activation layer which suits the job.

For our task we used relu which stands for rectified linier
unit. The reason of choosing this activation function is its
speed, and lower complexity in implementation.
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Below is the comparison of relu and other activation
functions.

Left: Sigmoid non-linearity squashes real numbers to range between [0,1] Right: The tanh non-linearity squashes real numbers to

range between [1,1]

@
Training emor rate
-
s
/
r
!
1

0 0 2 % s 4

Epochs

Left: Rectified Linear Unit (ReLU) activation functien, which is zero when x &lt 0 and then linear with slope 1 when x &gt 0. Right:
A plot from Krizhevsky et al. (pdf) paper indicating the 6x impravement in convergence with the ReLU unit compared to the tanh
unit.

Figure 4: graphs of different activation functions

In our project we have created different modules as part
of a big project. Below is the list of modules created.

¢# GESTURE RECOGNITIO... - o x

SignUp Login

Register Exit

Figure 5: signup page

This is the signup page for the users, here users can create
a username password combination to create a account.

# GESTURE RECOGNIMO - O X
SignUp Login

|

Login ExrlJ

Figure 6: login page
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1l RESULTS AND DISCUSSIONS
After testing the model, it was seen that the model gave a
very nice accuracy (90%) . The system works nicely in
real time.

The created system can be used by differently abled
person to aid there communication.

The system also is does not take time to show the results
i.e., the accuracy and latancy of the system is very nice.

Multiple improvements can be done for creating a better
model.

Also, more module can be created which can help us to
make it more user friendly.

IV CONCLUSION

1. Artificial intelligence can be used to make
communication easier for differently abled person.

2. These kind of systems are easy to install, user can easily
create their own gestures.
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ABSTRACT

As consumer adoption of online grocery shopping through
platforms such as Amazon Fresh, Instacart, and Walmart
Grocery are growing, there is a pressing business need to
provide relevant recommendations throughout the customer
journey. In this paper, we introduce a production within-basket
grocery recommendation system, which generates personalized
product recommendations to supplement the user’s current
grocery basket. We conduct extensive offline evaluation of our
system and demonstrating uplift in prediction metrics over
baseline state of- the-art within-basket recommendation models.
We also propose an approximate inference technique which is
faster than exact inference approaches. In production, our
system has resulted in an increase in average basket size,
improved product discovery, and enabled faster user check-out.

Index terms— Recommender System, Personalization.

1. INTRODUCTION

A critical component of a modern-day e-commerce platform
is a user-personalized system for serving recommendations.
While there has been extensive academic research for
recommendations in the general e-commerce setting, user
personalization in the online grocery's domain is still nascent.
An important characteristic of online grocery shopping is that
it is highly personal. Customers show both regularity in
purchase types and purchase frequency, as well as exhibit
specific preferences for product characteristics, such as brand
affinity for curd or price sensitivity for meat.

One important type of grocery recommender system is a
within basket recommender, which suggests grocery items
that go well with the items in a customer’s shopping basket,
such as milk with cereals or pasta with pasta sauce. In
practice, customers often purchase groceries with a particular
intent, such as for preparing a recipe or stocking up for daily
necessities. Therefore, a within-basket recommendation
engine needs to consider both item-to-item compatibility
within a shopping basket as well as user-to-item affinity, to
generate efficient product recommendations that are truly
user-personalized.

2. METHOD

In this section, we explain the modelling and engineering
aspects of a production within-basket recommendations
system.
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Problem Definition: Consider m users U = {uy,uy,....,un} and
n items | = {iy,i5..io} in the dataset. Let B, denote a basket
corresponding to user u € U, where basket refers to a set of
items

0 0

{i |i € I}. The goal of the within-basket recommendation task
is given (u, By) generate top-k recommendations {i*|i* € I \
B.} where i* is complementary to items in B, and compatible
to user u.

System is divided into three modules:

1. Instacart basket recommendation
o Apriori algorithm is used here for frequent item
set mining & association rule learning over large
data.
2. Walmart basket module
o We perform analysis of data.
o Preparing of data (data pre-processing).
e Plotting the data.
o Perform market basket analysis
3. Bigmart basket module
e We build model using Linear Regression &
Random Forest Regression algorithms.
o Model can be used for new data predictions.

2.1 Apriori Algorithm

Apriori Algorithm assumes that any subset of a frequent
itemset must be frequent. It's the algorithm behind Market
Basket Analysis. Let us consider, a transaction containing
{Grapes, Apple, Mango} also contains {Grapes, Mango}. So,
according to the principle of Apriori, if {Grapes, Apple,
Mango} is frequent, then {Grapes, Mango} must also be
frequent.

Here is a dataset consisting of six transactions. In given
dataset each transaction is a combination of 0s and 1s, where
0 represents the absence of an item and 1 represents the
presence of it.

In order to find out interesting rules out of multiple possible
rules from this small business scenario, we will be using the
following metrices:

1. Support (items frequency): It's the default popularity of
an item. In mathematical terms, the support of item A the
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ratio of transactions involving A to the total number of
transactions.

Support (Grapes) = (Transactions involving Grapes)/(Total
transaction) =4/6

Support (Grapes) = 0.666

2. Confidence (conditional probability): Likelihood that
customer who bought both A and B product. It divides the
number of transactions involving both A and B by the number
of transactions involving B.

Confidence (A => B) = (Transactions involving both A and
B)/ (Transactions involving only A)

Confidence ({Grapes, Apple} => {Mango}) = Support
(Grapes, Apple, Mango)/Support (Grapes, Apple) = 2/6 /
3/6=0.667

3. Lift: When you sell B the increase in the sale of A.
Lift (A => B) = Confidence (A, B) / Support(B)
Lift ({Grapes, Apple} => {Mango}) = 1

Hence, likelihood of a customer buying both A and B product
together is ‘lift-value’ times more than the chance if
purchasing any one product.

e Lift (A =>B)=1means that there is no correlation
within the itemset.

e Lift (A => B) > 1 means that there is a positive
correlation within the itemset, i.e., products in the
itemset, A, and B, are more likely to be bought
together.

e Lift (A => B) < 1 means that there is a negative
correlation within the itemset, i.e., products in
itemset, A, and B, are unlikely to be bought together.

2.2 Association Rule Mining

Association Rule Mining is used for finding an association
between different objects in a set, to find frequent patterns in
a transaction database, relational databases or any other
information repository.

The applications of Association Rule Mining are found in
Marketing, Market Basket Analysis in retailing, clustering
and classification of dataset.

The most common approach to find these patterns is Market
Basket Analysis, which is a key technique used by large
retailers like Amazon, Flipkart, etc to analyse customer
buying habits by discovering associations between the
different items that customers place in their “shopping
baskets”. The associations found can help retailers develop
marketing strategies by gaining insight into which items are
frequently purchased together by customers. The strategies
may include:

e Changing the store layout according to trends

ISBN: 979-85-27243-6!-1

Sapthagiri College of Engineering

Customer behaviour analysis

CatLog design

Cross marketing on online stores

What are the trending items customers buy?
Customized emails with add-on sales etc.

This type of analysis is used by Online retailers and
publishers to:

e Inform the placement of content items on their
media sites, or products in their catalog.

e Deliver targeted marketing (e.g., emailing
customers who bought products specific products
with other products and offers on those products that
are likely to be interesting to them.)

Association Rule-based algorithms uses two-step approach:

1. Frequent Itemset Generation: Find all frequent
item-sets with  support >= pre-determined
min_support count

2. Rule Generation: List all Association Rules from
frequent item-sets. Calculate  Support and
Confidence for all rules. Prune rules that fail
min_support and min_confidence thresholds.

2.3 Linear Regression algorithm

In this process, a relationship(r) is established between
independent and dependent variables by fitting them to a
line. This line is known as the regression line and
represented by a linear equation Y= a*X +h.

In this equation: Y-Dependent variable, a-Slope, X—
Independent variable, b — Intercept

1. Linear regression uses the relationship between the
data-points to draw a straight line through all them.
This line is used to predict future values.

2. Multiple regression is like linear regression, but
with more than one independent value, meaning that
we try to predict a value based on two or more
variables.

2.4 Random Forest Regression algorithm

Random Forest Regression is a supervised learning algorithm
that uses ensemble learning method for regression.
Ensemble learning method is a technique that combines
predictions from multiple machine learning algorithms to
make a more accurate prediction than a single model.

In Random Forest Regression the trees run in parallel with no
interaction amongst them. Operation of Random Forest is
performed by constructing several decision trees during
training time and outputting the mean of the classes as the
prediction of all the trees. To get a better understanding of the
Random Forest algorithm, let’s walk through the steps:

1. Pick at random k data points from the training set.
2. Build a decision tree associated to these k data
points.
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3. Choose the number N of trees you want to build and
repeat steps 1 and 2.

4. For a new data point, make each one of your N-tree
trees predict the value of y for the data point in
question and assign the new data point to the average
across all of the predicted y values.A Random Forest
Regression model is powerful and accurate.
Performance of Random Forest Regression method
is good for most of problems, including features
with non-linear relationships. Disadvantages: there
is no interpretability, overfitting may easily occur,
we must choose the number of trees to include in the
model

3. EXPERIMENTS

3.1. Datasets

Our experimental evaluation is performed on one public
dataset and one proprietary dataset. Both datasets are split
into train, validation, and test sets. The public Instacart
dataset is already split into prior, train and test sets. For the
Walmart Grocery dataset, the train, validation, and test sets
comprise of one year, the next 15 days, and the next one
month of transactions respectively.

« Instacart: We use the open-source grocery dataset
published by Instacart, containing approximately 206k
users and 50k items with 3.4m total interactions. The
average basket size is 10.

o Walmart: We use a subset of a proprietary online
Walmart Grocery dataset for these experiments. The
dataset contains approximately 3.5m users and 90k
items with 800m interactions.

3.2. Evaluation

Statistical accuracy metrics evaluate accuracy of a filtering
technique by comparing the predicted ratings directly with
the actual user rating. Mean Absolute Error (MAE), Root
Mean Square Error (RMSE) and Correlation are usually used
as statistical accuracy metrics. MAE is the most popular and
commonly used; it is a measure of deviation of
recommendation from user’s specific value. It is computed as
follows:

MAE=INY u,i|pu,i-ru,i|

where P is the predicted rating for user u on item i, ry; is the
actual rating and N is the total number of ratings on the item
set. The lower the MAE, the more accurately the
recommendation engine predicts user ratings.

Also, the Root Mean Square Error (RMSE) is given by
RMSE=1nY u,i(pu,i-ru,i)2

Root Mean Square Error (RMSE) puts more emphasis on
larger absolute error and the lower the RMSE is, the better
the recommendation accuracy.
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4.CONCLUSION

We conclude that the user-personalized within-basket
grocery recommendation system, serve personalized item
recommendations. Provide increase in average basket size,
improved product discovery, and enabled faster user check-
out.
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Abstract- Breast cancer is the most frequent cancer in women,
with Invasive Ductal Carcinoma being the most common kind
(IDC). For detecting and categorising breast cancer subtypes,
which is a critical clinical activity, automated techniques can save
time and reduce error. The developed application can be used in
medical schools to help students learn how to recognise malignant
cells without having to rely on a lecturer to double-check their
work. Convolutional Neural Networks is the major technique
employed in our study (CNN).

Keywords-. Invasive Ductal Carcinoma, Deep Learning,
Convolutional Neural networks, Image Processing, Digital
Pathology.

I. INTRODUCTION

The appropriate number of cells of each sort make up our
human body. Cancer is caused by a disruption in this cell-
organization. The sudden modifications in this cell-
organization are the first step in the uprooting of cancer [23].
This is because the regulation and division of cells are
determined by the signals generated by the cells. Any of these
signals that are absent or contain defects lead the cells to
expand and proliferate too quickly, resulting in a lump known
as a tumour. In a large proportion of cases, this tumour is
found to be the source of cancer. Cancer, in all its forms, has
become one of the most pressing health concerns in recent
years.

In women, breast cancer is the most commonly
diagnosed cancer around the world. Invasive ductal carcinoma
(IDC), the most common subtype of breast cancer, accounts
for more than 80% of all breast carcinomas [2]. The vast
majority of disease aggressiveness evaluations, such as
tumour grading, focus on the area that exclusively contains
invasive malignancy. Separation of areas matching invasive
tumour and non-invasive or healthy tissues is the initial stage
of histopathological characterization of extracted breast tissue.
[15].

The capacity to differentiate between benign breast
ilinesses and accurately diagnose Ductal Carcinoma In-Situ
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(DCIS) and Invasive Ductal Carcinoma (IDC) is crucial in
establishing the optimal treatment strategy. In-situ carcinoma
cells are restricted within the breast ductal-lobular system, but
invasive carcinoma cells spread beyond that framework. The
diagnosis of these illnesses needs a pathologist to examine tissue
sections stained with Hematoxylin and Eosin (H&E) underneath
a microscope. On the other hand, tissue-slice microscopy is
challenging, time-consuming, and prone to bias. Pathologists
visually evaluate histology samples under the microscope to
detect IDC, which is a difficult and time-consuming operation.
In the past, X-ray mammography was the primary imaging tool
for detecting cancerous development in the breast. However,
because this procedure exposes patients to ionizing radiation, it
is not recommended for patients with dense breast tissue. [23].
Pathologists would benefit from automating the detection of this
cancer type since it would speed up the diagnosis and reduce
mistake. [25].

Several papers have been published on automatic
techniques for processing digitized slides, with a focus on nuclei
or tubule detection. [9]. Several automated approaches for
detecting breast carcinomas in histopathology images have been
developed. The vast majority of existing techniques for breast
cancer identification and classification in histology images look
at the shape and arrangement of epithelial components (e.g.,
nuclei, ducts). In a variety of fields, including speech and visual
recognition, machine learning advancements, particularly deep
learning, have led to state-of-the-art outcomes. These methods
address issues like as learning entirely from data, eliminating
segmentation, and human selection of created qualities. One of
the main advantages of digital slides over traditional glass slides
is that they enable for the use of quantitative automatic image
analysis technologies. These solutions can alleviate the problems
caused by pathologists' subjective interpretation while
simultaneously minimizing their workload.

We developed a CNN model to assess IDC picture patches
for cancer in our article, which is currently done totally by hand
by a pathologist.
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Il. METHODOLOGY

A. Data Preparation

The original dataset was downloaded from Kaggle first.
Hematoxylin and Eosin stains were used to stain the whole
slide images taken from the patient. The original dataset
contains 2,77,524 50x50 pixel image patches extracted from
162 Whole Slide Images (WSI). If at least 80% of an image
patch falls within the annotation mask, it is considered a
positive sample; otherwise, it is considered a negative
sample. [11]. There are 1,98,738 IDC negative patches and
78,786 IDC positive patches in the sample. The distribution
of dataset instances is shown in Table I.

The filename structure of each image in our dataset is
unique. The patient ID and the class labels 0 or 1 are
included in this filename structure. The one class label
indicates IDC in the image, while the zero-class label
indicates healthy tissue (no IDC in the image).

TABLE I: TRAINING, VALIDATION, AND TESTING DATASETS Figure 2: IDC Positive example
DISTRIBUTION
B. Proposed Architecture of CNN
Image Dataset Label of data
__ Negative samples Positive samples For this study, the 50x50 patch/image is taken as dataset.
Training data 155016 61453 It serves as the input to the convolutional layers.
Validation data 43722 17333 Convolutional layer, activation utilizing Rectified Linear Unit
Testing data 7950 3152 (ReLU) layer, pooling layer, dropout layer, fully connected

layer, and sigmoid are the components of the CNN design.
The architecture that we propose is shown in Figure 3. Our
proposed design consists of five blocks of convolutional
layers, followed by a fully connected and sigmoid
classification layer.

During the calculation of the scalar product between their
weights and the region connected to the input volume, the
convolutional layer will decide the output of neurons
associated to local sections of the input [25]. For extracting
different features, several tiny filters (e.g., 2x2, 3x3)
convolute with the input data. Each convolutional 2D layer in
our design has a 3x3 kernel and a ReLU, and the maximum
pooling layer has a pool size of 2x2.

The tf.data.Dataset.prefetch transformation is provided
by tf.data API. It can be used to separate the time of data
production from the time of data consumption. The
transformation, in particular, makes use of a background
thread and an internal buffer to prefetch pieces from the input
dataset ahead of time. It is encouraged that you prefetch the
Figure 1: IDC Negative example same number of elements as (or maybe more than) the number
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of batches utilised by a single training phase. This value can
be set to tf.data. AUTOTUNE or explicitly adjusted , which
instructs the tf.data runtime to dynamically tune the value at
runtime. Caching is done to store the data in the ram
temporarily.

The dataset undergoes data augmentation. Data
augmentation is a technique that uses random but realistic
modifications like image rotation to boost the diversity of
your training set. Images are sent via pre-processing layers
in data augmentation to resize them to a uniform shape and
rescale pixel values. The images are flipped horizontally
and vertically at random. The images are rotated randomly
by 20 percent to obtain modified images.

Normalization is a scaling technique that shifts and
rescales values to make them range between 0 and 1. Min-
Max scaling is another name for it. The activated values are
normalized. This is performed to fix the images to fixed
range. This helps in reducing the shrinkage which in turn
helps in reducing deformation of features and patterns
inside the image.

In each convolutional layer block, we are convolving
the image and performing feature extraction by using Max
Pooling layers. Down sampling along the spatial
dimensions of the provided input will be performed by the
pooling layer, lowering the number of parameters in that
activation. A max pooling layer of size 2x2 is used in our
CNN architecture.

We use a Dropout layer after the Max Pooling Layers.
Dropout is a method for dealing with the problem of
overfitting. The key concept is to remove units (and their
connections) from the neural network at random during
training [25]. This inhibits units from over-co-adapting.
Dropout greatly lowers overfitting and outperforms other
regularisation techniques.

The fully connected layer is made up of neurons that
are directly linked to the neurons in the two adjacent layers,
but not to any of the layers inside them. There are 256
neuron units in our fully connected layer.

Finally, it is sent through a Dense Layer with Sigmoid
Activation. Sigmoid function is an exponential operation
which gives an output which has value between the range 0
and 1. We utilise binary cross-entropy and Sigmoid
activation in the output layer to determine the loss because
it is a binary classification.

The layers are created wusing the Conv2D,
MaxPooling2D, Dropout, Dense, and Flatten functions from
the keras.layers API.
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Figure 3: Proposed System Architecture

TABLE 2: CONVOLUTIONAL FILTERS COUNT IN EACH
CONVOLUTIONAL LAYER BLOCK

Convolution block | Filters Count
Block | 32
Block Il 64
Block Il 128

Block IV 256
Block V 1

I1l. EXPERIMENTAL RESULTS

We show the results of our image preprocessing

approach and the proposed CNN architecture in this section.
The Adam optimization approach is used to train our network.
Our classifier was trained over the course of 40 epochs. For
detecting IDC, we report the results in terms of Accuracy and
AUC. The Testing dataset, as shown in Table 1, was used to
generate the results. The model accuracy attained for our
model is shown in Figure 4. The model loss for our technique
is depicted in Figure 5. The proposed model's Area Under the
Curve (AUC) score is shown in Figure 6. We used the
following formula to obtain our model's F1 score:

F1 score = 2*((precision * recall)/ (precision + recall))
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TABLE 3: QUANTITATIVE PERFORMANCE FOR PROPOSED

MODEL
Accuracy Loss AUC Score
.8955 2487 .9502

model accuracy
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Figure 4: Accuracy obtained using proposed CNN model.

The accuracy of the training data is represented by the
smoother blue curve in Figure 4. The accuracy of validation
data is represented by the irregular orange line. The value of
epochs is indicated on the x-axis. The proposed model's
accuracy is represented on the y-axis. The accuracy
increases as the number of epochs grows, indicating that the
model has been successfully trained.
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Figure 5: Loss obtained using proposed CNN model.

The model loss of training data is represented by the
smoother blue curve in Figure 5. The model loss of
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validation data is shown by the irregular orange line. The
value of epochs is indicated on the x-axis. The proposed
model's loss is represented on the y-axis. The loss decreases as
the number of epochs grows, indicating that the model has
been successfully trained.
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Figure 6: AUC Curves obtained using proposed CNN model.

The training model AUC score is represented by the
lower blue curve in Figure 6. The validation model AUC is
shown by the upper orange curve. The number of epochs is
indicated on the x-axis. The AUC score for the proposed
model is represented on the y-axis. The AUC grows as the
number of epochs increases, indicating that the model has
been successfully trained.

The above analysis reveals that our Convolutional Neural
Networks design has an accuracy of around 90%, but other
research utilizing methods such as Support Vector Machines
or GMM had accuracy of 77.8% and 84.6%, respectively. We
attained an AUC score of 0.9502 utilizing Data Augmentation,
whereas prior research using solely color constancy achieved
an AUC score of 0.935.

IV. CONCLUSION

Breast cancer is a global threat to women, and it is one of
the major causes of death in women. Appropriate
investigation and diagnosis can aid in the treatment of IDC
cancer. Early detection of IDC can help save a lot of lives.
Deep learning approaches can extract substantial quantity of
information from photos and classify them to make a
judgement based on that information, such as cancer
detection. It is an iterative technique to apply deep learning to
image categorization. The majority of histopathology tumour
identification research addresses this issue by merging various
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types of handmade characteristics with Machine Learning
techniques. Our motive for this research was to reduce the
time span of detecting IDC and returning results with better
accuracy.

We suggested a deep neural network model for
detecting IDC in this work. Our findings demonstrate that
CNN is a reliable and efficient method for detecting IDC.
Sparse interactions, equivalent representation, and
parameter sharing are the reasons we adopted the CNN
approach. On the dataset we used to train the model, we got
an AUC score of 0.952 and F1 score of 0.8175. The
accuracy of our proposed model was determined to be
around 90%.

In future research, we would like to extend the
technology used to detect other diseases at a faster rate.
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Abstract- The objective of this paper is comprehensive study
related to 5G technology of mobile communication. Existing
research work in mobile communication is related to 5G
technology. In 5G, researches are related to the development of
World Wide Wireless Web (WWWW), Dynamic Adhoc Wireless
Networks (DAWN) and Real Wireless Communication. The most
important technologies for 5G technologies are 802.11 Wireless
Local Area Networks (WLAN) and 802.16 Wireless Metropolitan
Area Networks (WMAN), Ad-hoc Wireless Personal Area
Network (WPAN) and Wireless networks for digital
communication. 4G technology will include several standards
under a common umbrella, similar to 3G, but with IEEE 802.xx
wireless mobile networks integrated from the commencement.
The major contribution of this paper is the key provisions of5G
(Fifth Generation) technology of mobile communication, which is
seen as consumer oriented. In 5G technology, the mobileconsumer
has given utmost priority compared to others. 5G Technology
stands for 5th Generation Mobile Technology. 5G technology is
to make use of mobile phones within very highbandwidth. The
consumer never experienced the utmost valued technology as
5G.The 5G technologies include all types of advanced features
which make 5G technology most dominant technology in near
future.

Keywords- WLAN; 5G; GSM; WWWW; WMAN; DAWN
l. INTRODUCTION

Mobile and wireless networks have made remarkable
development in the last few years. At the present time many
mobile phones have also a WLAN adapter. One may expect that
near soon many mobile phones will have Wax adapter too,
besides their 3G, 2G, WLAN, Bluetooth etc. adapters. We are
using IP for both generations, 2.5G or 3G Public LandMobile
Networks (PLMN) on one side and WLAN on the other, raised
study on their integration. Concerning the 4G, its focus is towards
flawless incorporation of cellular networkssuch as GSM and 3G.
Multi mode consumer terminals are seen as must have for 4G,
but special security mechanisms and special operating system
support in special wireless technologies remain a test.
Nevertheless, integration among different wireless networks (e.g.
PLMN and WLAN) isimplemented in practice even nowadays.
Although, different wireless networks from a sole terminal are
used absolutely,
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that is, there is no combining of different wireless access
technologies for a same session (e.g., FTP download). The
anticipated Open Wireless Architecture (OWA) in is targeted
to offer open baseband processing modules with open interface
parameters. The OWA is related to MAC/PHY layers of future
(4G) mobiles.[3] The 5G terminals will have software defined
radios and modulation scheme and new error-control schemes
can be downloaded from the Internet The enhancement is seen
towards the consumer terminals as a focus on the 5G mobile
networks. The 5G mobile terminals will have access to different
wireless technologies at the same time. The 5G mobile terminal
should be capable to merge special flows from different
technologies. The network will be dependable for managing user-
mobility. The 5G terminal will make the ultimate selection among
different mobile access network providers for a specified service.
The paper gives the concept of intelligent Internet [13] phone
where the mobile can prefer the finest connections. [14]

II. CHALLENGES IN MIGRATION From 4G

A. Multi mode user terminals

By means of 4G, there will be a necessity to design a single
user terminal that can operate in different wireless networks and
conquer the design troubles such as restrictions on the size of the

device, its cost and power utilization. This trouble can be
solved by using software radio approach.

B. Choice among various wireless systems.

Every wireless system has its distinctive characteristics and
roles. The choice of most appropriate technology for a specificservice
at a specific place and at specific time. This will be applied by making
the choice according to the best possible fit of consumer QoS (Quality
of Service) requirements.

C. Security

Reconfigurable, adaptive and
mechanisms should be designed.

lightweight protection

D. Network infrastructure and QoS support

Integrating the current non-IP and IP-based systems and
providing QoS assurance for end-to-end services that engage
different systems is a challenge.
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E. Charging and Billing
It is hard to accumulate, handle and accumulate the

Consumers’ account information from many service providers. In the
same way Consumers’ billing is also a difficult task.

F. Attacks on Application Level

Software applications which will offer an new feature to the
consumer but will commence new bugs.

G. Jamming and spoofing
Spoofing is fake GPS signals being sent out, in which case
the GPS receiver considers that the signals arrives from a satellite and
computes the wrong coordinates. Criminals can make use of such
techniques. Jamming occurs when a transmitter sending out signals at
the same frequency shifts a GPS signal.

H. Data Encryption

If a GPS receiver will communicate with the main transmitter then
the communication link between these two is not tough to break and
consumer must use encrypted data. [5]

IlIl.  THEORETICAL FRAMEWORK

5G Technology is a name used in various research
papers and projects to indicate the next most important stage
of mobile communication standards beyond the 4G standards
Presently, 5G is not a term officially used for any particular
specifications. 3GPP standard release beyond 4G and LTE [1].
The implementation of standards under a 5G umbrella would
likely be around the year of 2020.

Key terms of 5G Technology:

1. 5Gisacompleted wireless communication with almost
no limitation; somehow people called it REAL
wireless world

2. Additional features such as Multimedia Newspapers,
also to watch T.V programs with the clarity as to that
ofan HD T.V.

3. We can send Data much faster than that of the
previous generations.

4. 5G will bring almost perfect real world wireless or
called “WWWW: World Wide Wireless Web

5. Real wireless world with no more limitation to access

and zone issues.

Wearable devices with Al capabilities.

7. Internet protocol version 6 (IPv6), where a visiting care-
of mobile IP address is assigned according to location
and the connected network.[23]

One unified global standard.

9. Pervasive networks providing ubiquitous computing:

The user can simultaneously be connected to several

S

®

wireless access technologies and seamlessly move
between them (See Media independent handover
or vertical handover, IEEE 802.21, also expected to be
provided by future 4G releases). These access
technologies can be a 2.5G, 3G, 4G or 5G mobile
networks, Wi-Fi, PAN or any other future access
technology. [9] In 5G, the concept may be further
developed into multiple concurrent data transfer paths.
[10]
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10. Cognitive radio technology, also known as smart- radio:
allowing different radio technologies to share the same
spectrum efficiently by adaptively finding unused
spectrum and adapting the transmission scheme to the
requirements of the technologies currently sharing the
spectrum. This dynamic radio resource management is
achieved in a distributed fashion, and relies on software
defined radio. See also the IEEE 802.22 standard for
Wireless Regional Area Networks.[24]

11. High altitude stratospheric platform station (HAPS)
systems.

IV. CONCEPT OF 5G TECHNOLOGY

Application Layer Application
( Services )

Presentation Layer

Session layer Open  Transport  Protocol
(OTP)

Transport Layer

Network layer Upper network layer

Lower network Layer

Data link Layer(MAC) Open Wireless Architecture

(OWA)

Physical Layer

Fig 1. Protocol stack for 5G

A. Physical/MAC layers

Physical and Medium Access Control layers i.e. OSI
layer 1 and OSI layer 2, define the wireless technology and shown
in Fig.1. For these two layers the 5G mobile networksis likely
to be based on Open Wireless Architecture [7].

B. Network layer

The network layer will be IP (Internet Protocol),
because there is no competition today on this level. The IPv4
(version 4) is worldwide spread and it has several problems such
as limited address space and has no real possibility forQoS
support per flow. These issues are solved in IPv6, but traded with
significantly bigger packet header. Then, mobility still remains a
problem. There is Mobile IP standard on one side as well as
many micro-mobility solutions (e.g., Cellular IP, HAWAII etc.).
All mobile networks will use Mobile IP in 5G, and each mobile
terminal will be FA (Foreign Agent),
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keeping the CoA (Care of Address) mapping between its fixed
IPv6 address and CoA address for the current wirelessnetwork.
However, a mobile can be attached to several mobile or wireless
networks at the same time.[16] In such case, itwill maintain
different IP addresses for each of the radio interfaces,

While each of these IP addresses will be CoA address for the
FA placed in the mobile Phone. The fixed IPv6 will be
implemented in the mobile phone by 5G phone manufactures.
The 5G mobile phone shall maintain virtual multi-wireless
network environment. For this purpose there should be
separation of network layer into two sub-layers in 5G mobiles
(Fig. 3) i.e.: Lower network layer (for each interface) and
Upper network layer (for the mobile terminal). This is due to
the initial design of the Internet, where all the routing is based
on IP addresses which should be different in each IP network
world wide. The middleware between the Upper and Lower
network layers (Fig. 1) shall maintain address translation from
Upper network address (IPv6) to different Lower network IP
addresses (IPv4 or IPv6), and vice versa. Fig.2 shows the 5G
network layer.

I Upper Netwark Layer, |PvG address I

| Nitwark Addres s Transislign |

Lower Network Lowes Nedwork Lower Network Lowes Nelwork
Layer, WLAN, Layer, WiMAX, Layer, 3GLTE, Layer 4G,
IPWIAG addmss IPWIAG addmss IPWNG addmess 1PWMING addmess

5G Mabile Terminal Network Layer

Fig. 2 5G mobile terminal network layer[25]

C. Open Transport Protocol (OTA) layer

The mobile and wireless networks differ from wired
networks regarding the transport layer. In all TCP versions the
assumption is that lost segments are due to network congestion,
while in wireless network losses may occur due to higher bit error
ratio in the radio interface. Therefore, TCPmodifications and
adaptation are proposed for the mobile and wireless networks,
which retransmit the lost or damaged TCP segments over the
wireless link only. For 5G mobile terminals will be suitable to
have transport layer that is possible to be downloaded and
installed. Such mobiles shall have the possibility to download
(e.g., TCP, RTP etc. Or new transport protocol) version which is
targeted to a specific wireless technology installed at the base
stations. This is called here Open Transport Protocol - OTP. [8]

D.  Application layer

Regarding the applications, the ultimate request from
the 5G mobile terminal is to provide intelligent QoS management
over a variety of networks. Today, in mobile phones the users
manually select the wireless interface for particular Internet
service without having the possibility to use QoS history to select
the best wireless connection for a given service. The 5G phone
shall provide a possibility for service
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quality testing and storage of measurement information in
information databases in the mobile terminal. The QoS
parameters, such as delay, jitter, losses, bandwidth, reliability,
will be stored in a database in the 5G mobile phone with the aim
to be used by intelligent algorithms running in the mobile
terminal as system processes, which at the end shall provide the
best wireless connection upon required QoS and personal cost
constraints. With 4G, a range of new services and models will be
available. These services and models need to be further examined
for their interface with the design of 4G systems.[22] The
process of IPv4 address exhaustion is expected to be in its final
stages by the time that 4G is deployed. Therefore, IPv6 support
for 4G is essential in order to support a large no. of wireless-
enabled devices. IPv6 removes the need for NAT (Network
Address Translation) by increasing the no. of IP addresses.[21]
With the available address space and number of addressing bits
in IPv6, many innovative coding schemes can be developed for
49 devices and applications that could help in the deployment of
4G network and services.[20] The fourth generation promises to
fulfill the goal of PCC (personal computing and communication)
—a vision that affordably provides high data rates everywhere
over a wireless network [4]. In the futurewireless networks there
must be a low complexity of implementation and an efficient
means of negotiation between the end users and the wireless
infrastructure. The Internet is the driving force for higher data
rates and high speed accessfor mobile wireless users. This
will be the motivation for anall mobile IP based core network
evolution.

FEATURES
1. 5G technology offers high resolution for crazy cell
phone user and bi- directional large bandwidth shaping.

2. The advanced billing interfaces of 5G technology make
it more attractive and effective.

3. 5G technology also providing subscriber supervision
tools for fast action.

4. The high quality services of 5G technology based on
Policy to avoid error.

5. 5G technology is providing large broadcasting of data
in  Gigabit which supporting almost 65,000
connections.[19]

6. 5G technology offers a transporter class gateway with
unparalleled consistency.

7. The traffic statistics by 5G technology makes it more
accurate.

8. Through remote management offered by 5G
technology a user can get a better and faster solution.

9. The remote diagnostics also a great feature of 5G
technology.

10. The 5G technology is providing up to 25 Mbps
connectivity speed.
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11. The 5G technology also supports virtual private
network.

12. The new 5G technology will take all delivery
services out of business prospect

13. The uploading and downloading speed of 5G
technology touching the peak.

V. 5G ARCHITECTURE

Fig. 35G mobile phone design

Fig.3 shows 5G mobile phone design. [12] 5G is being
developed to accommodate the QoS and raterequirements set by
forthcoming applications like wireless broadband access,
Multimedia Messaging Service (MMS), video chat, mobile TV,
HDTYV content, Digital Video Broadcasting (DVB),[18] minimal
services like voice and data, and other services that utilize
bandwidth. The definition of 5G is to provide adequate RF
coverage, more bits/Hz and to interconnect all wireless
heterogeneous networks to provide seamless, consistent telecom
experience to the user. [10,11]

A. Evolved Packet Core (EPC)

Evolved Packet Core is the IP-based core network
defined by 3GPP (Telecom standard) for use with LTE and other
access technologies. The goal of the EPC is to provide simplified
all IP core network architectures to efficiently give access to
various services such as the ones provided by IMS (IP
Multimedia Subsystem). EPC consists essentially of a Mobility
Management Entity (MME) & access agnostic gateway foe
routing of user datagram. EPC will be a completely new
architecture for wireless operators, one that emulates the IP
world of data Communication rather than the
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voice- centric world of wireless. EPC is based on flat IP
network theory. Fig. 4 shows flat IP Architecture.[15]

o <.
| d  SAL GwW
u m St EPC

-

Nnn-J(‘.l;P heCosn

mom
@g

% G LTE

Fig.4 Flat IP Architecture

Mobile networks have been designed up to this point for
circuit- switched voice. Wireless networks were designed in a
hierarchal fashion to aggregate, authenticate, manage and direct
calls. A BSC aggregates calls from multiple base stations,
allocates radio channels, enables handoffs between base stations
and passes on calls to an even more centralized mobile switching
center.[17] As packet data networks emerged, they were
overlaid on the existing voice-centric architecture, using the BSC
for the same mobility management functions and adding the
SGSN and GGSN in the case of GSM/UMTS and a PDSN in the
case of CDMA to route and manage data sessions, as well as to
connect to the Internet or appropriate IP network. As data traffic
is increasing rapidly, this voice centric architecture has become
cumbersome and harder to manage with too many network
entities. Flat network architecture removes that voice-centric
hierarchy from the network. Instead of overlaying a packet data
core on the voice network, separate and much-simplified data
architecture can be implemented that removes the multiple
elements of the network chain. BSC functions are divided
between Base station and media gateway router. The base station
will communicate directly via 3GDT (3G direct tunnel) with
media gateway over WAN (Carrier Ethernet, MW, DWDM
etc.). Some of the functions of BSC/RNC such as Radio resource
management, Radio Bearer Control, and Dynamic allocations of
resources will be handled by base stations, while functions such
as Distribution of paging messages, Security will be functional
by mobility manager, located in Gateway router. This approach
has clearly visible advantages. It will save a significant amount
of Capex and Opex as, service provider will have little hopes
and fewer network entities. By reducing the number of hops in
the network, data travels faster between end points, greatly
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reducing the network latency to help support real-time
applications such as voice over IP (VolP), gaming and
videoconferencing. The flat IP architectures have emerged with
WIMAX, and future LTE networks will be flat by definition.
[10,11,15]

VI. CONCLUSION AND FUTURE SCOPES/PERSPECTIVES

In this paper we have surveyed 5G technology for
mobile communication. The 5G technology is designed as an
open platform on different layers, from the physical layer up to
the application. Presently, the current work is in the modules
that shall offer the best Operating System and lowest cost for a
specified service using one or more than one wireless
technology at the same time from the 5G mobile. A new
revolution of 5G technology is about to begin because 5G
technology going to give tough completion to normal computer
and laptops whose marketplace value will be affected. There
are lots of improvements from 1G, 2G, 3G, and 4G to 5G in
the world of mobile communication. The new coming 5G
technology is available in the market at inexpensive rates, high
peak expectations and much reliability than its foregoing
technologies. 5G network technology will release a novel age in
mobile communication. The 5G mobiles will have access to
different wireless technologies at the identical time and the
terminal should be able to merge different flows from different
technologies. 5G technology offers high resolution for
passionate mobile phone consumer. We can watch an HD TV
channel in our mobile phones without any disturbance. The 5G
mobile phones will be a tablet PC. Many mobile embedded
technologies will develop.
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Abstract - This survey presents the use of perceptron to
classify the emotions from a given speech, known as
Speech Emotion Recognition (SER). It is based on the fact
that voice often reflects underlying emotion through tone
and pitch. Speech Emotion Recognition helps to classify
elicit specific types of emotions. The MLP-Classifier is
used to classify the emotions from the given wave signal,
which makes the choice of learning rate to be adaptive.
The dataset used will be RAVDESS (Ryerson Audio-
Visual Database of Emotional Speech. The features to be
extracted from the fed audio input will be enthralled from
Librosa library in python which is one of the libraries
used for audio analysis. The dataset being labeled in
accordance with the decimal encoding, which will ease up
the feature extraction from the audio script. On
experimenting further we get an accuracy of 83% and
testing the with an input audio sample we get the same.

Keywords— RAVDESS, MLP-Classifier, SER

.  INTRODUCTION
Speech Emotion Recognition is one of the booming
research topics in the computer science world. Emotion
is a medium by which one expresses how a person feels
and one’s state of mind. Emotions play an important
factor in sensitive job areas, like that of a surgeon, a
Military Commander and many others where one has to
maintain their emotions in check. Predicting emotions is
a tough task as every individual has a different tone and
intonation of speech. The elicit different types of
emotions are happy, angry, neutral, sad and surprised. To
classify these emotions from a given speech sample in
the most appropriate method, is the goal of this paper.
With different methods of predicting emotions we plan
to use the multilayer Perceptron. It is particularly useful
for applications which require natural man—machine
interaction such as web movies and computer tutorial
applications where the response of those systems to the
user depends on the detected emotion.
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The speech signal is the fastest and the most natural
method of communication between humans. This fact
has motivated us to think of speech as a fast and efficient
method of interaction between human and machine.
However, this requires that the machine should have the
sufficient intelligence to recognize human voices. Since
the late fifties, there has been tremendous research on
speech recognition, which refers to the process of
converting the human speech into a sequence of words.
However, despite the great progress made in speech
recognition, we are still far from having a natural
interaction between man and machine because the
machine does not understand the emotional state of the
speaker. This has introduced a relatively recent research
field, namely speech emotion recognition, which is
defined as extracting the emotional state of a speaker
from his or her speech. It is believed that speech emotion
recognition can be used to extract useful semantics from
speech, and hence, improves the performance of speech
recognition systems

Fig.1 SER Process

Il. MULTILAYERED PERCEPTRON
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A Multi-Layer Perceptron (MLP) is a network made up
of perceptron. It has an input layer that receives the
input signal, an output layer that makes predictions or
decisions for a given input, and the layers present in
between the input layer and output layer is called hidden
layer. There can be many hidden layers, the number of
hidden layers can be changed as per requirement. In the
proposed methodology for Speech Emotion
Recognition, the Multi-Layer Perceptron Network will
have one input layer, of (300,) and (40,80,40) hidden
layers and one output layer. The input layer will take as
input, the five features, that are extracted from the audio
file. The hidden layer uses an activation function to act
upon the input data and to process the data. The
activation function used is logistic activation function.
The output layer brings out the information learned by
the network as output. This layer classifies and gives
output of the predicted emotion, according to the
computation performed by the hidden layer.

Input 4 Output

Input First Second Output
La Hidden Output Layer
yer
Layer Layer

Fig2. MLP Architecture

. IMPLEMENTATION

1. Training Phase

Using the MLP classifier to predict emotions from the
fed input. We get results using the extracted five
features. We send the ranging five features to the model.
Using the features independently and passing it

ISBN: 979-85-27243-6!-1

Sapthagiri College of Engineering

altogether we get a great deviation of the prediction
emotion, as a single featured parameter is not enough to
come up with an efficient prediction. The

Ravdess dataset is passed to the MLP Classifier to train
the model, we split the dataset into a 75:25 ratio, i.e.; the
training and testing dataset. The dataset consists of the
audio samples of

24 professional actors with North American accent.
Eight types of emotions are covered. The Classifier is
being used as it is efficient for time series based data, in
our case the audio that we will be predicting the
emotion.

Fig.3 Training Process

2. Testing Phase

The audio is recorded for 15 seconds, by adding a 0.5
seconds gap in the start and end of the audio file in-order
to get a good grasp of the audio. The audio will be
having a variation in the volume, this will hinder with
extraction of the features, to avoid it we normalize to
average the volume of the whole sample. The length of
the audio will be in a 32 Bit representation, as the
number is represented in float format with a ten to the
power expression, this has a greater significance as it
can represent larger and smaller numbers, thus
increasing the range of the audio in terms of DB is from
-758 to 770 DB. The MLP-Classifier takes a list of
hyper-parameters. The activation function used is the
logistic, it is a differential function which helps us to
find the slope of a curve at any two points.

ICGCP=2021 SCE, BANGALORE-57
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3. Feature Extraction

Voice frequently reflects hidden feeling through tone
and pitch. The objective of feature extraction is to reveal
applicable feature from discourse signals as for feelings.
Given features are extracted from the discourse signals
given as information. The features are MFCC, MEL.

1.MFCC

Mel Frequency Cepstral Coefficients(MFCC) is utilised
to recover the sound from the given wav audio file by
utilizing distinct hop length and HTK-styles MEL
frequencies. Pitch of 1 kHz tone and 40 dB over the
perceptual discernible edge is characterized as 1000
mels, utilized. The MFCC gives a Discrete Cosine
Change (DCT) of a genuine logarithm of the transient
vitality showed on the Mel recurrence scale.

2.MEL

The Mel scale relates evident repeat, or pitch, of an
unadulterated tone to its real assessed recurrence.
Individuals are incredibly improved at perceiving little
changes in pitch at low frequencies than they are at high
frequencies. Solidifying this scale makes our features
arrange even more eagerly what individuals listen.

IV. RESULTS

After the final phase that is hyper parameter tuning, the
accuracy achieved was 79.6% while the best model out
of all tried models was MLP Classifier from scikit-learn
library. F1 score metric was used to measure the
performance of the said model.

V. CONCLUSIONS

In this project, a survey of current research work in
speech emotion recognition system has been given.
Three important issues have been studied: the features
used to characterize different emotions, the classification
techniques used in previous research, and the important
design criteria of emotional speech databases. Future
work would be integrating speech emotion recognition
with facial emotion recognition for increased accuracy.
In the situation of a person driving a car, it can be
integrated with other systems like visual emotion
recognition systems to accurately determine the frame of
mind of the driver and in marketing it is advantageous to
know the influence of ads on potential buyers or
investors to improve sales. Thus the scope of emotion
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recognition is so vast and the proposed system with its
enhanced recognition rate would validate its practical
implementation.
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Abstract - In this study, image processing
and artificial neural network was used to
efficiently identify and analyse the texture
of the soil. Soil Texture Analysis is done by
determining the percentage of sand, silt and
clay in a given soil. Those findings are
plugged into a texture analysis triangle to
determine soil classification. The triangle is
used by extending lines from the
appropriate starting points, parallel to the
side of the triangle, counterclockwise to the

side where the line began.

Keywords — Soil Texture Analysis, Image
Processing, Artificial Neural Network,

Texture Analysis Triangle.

l. Introduction

Soil is a thin layer on the surface of the
earth. It is the medium through which plants
gather nutrients. Soil texture is determined
by the relative proportion of the soil

particles, called soil separates: sand, silt and
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clay that make up the soil. Depending on
the size of the particle present in the soil, it
is divided into various types such as clay,
sand, silt, loamy, chalky and peaty soil.

Sandy soil has large particles, is dry and
gritty to touch, easily drains water, has less
water retention, is warm and airy, even
when wet easily crumbles through the
fingers and lacks essential nutrients. Clay
soil has fine particles, smooth when dry,
sticky when wet, retains water, drains
poorly, has less spaces to let air pass, is rich
in nutrients, cool and dense. Silt soil have
tiny particles, slippery when wet, not grainy
or rocky, extremely fertile, retains water,
easily transported by wind and water, good

for agriculture purposes, easily compacted.

Loamy soil well-drained, fertile, mixture of
sand, silt and clay, retains water, retains
nutrients, strong granular structure, soft and
crumbly, easy to work with, well- aerated.
Chalky soil is light in colour, lime rich soil,

stony, severely dry in summers, poor in
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nutrients, warms quickly in summers,
porous, highly alkaline and free draining.
Peaty soil being dark brown in colour, soft
and spongy to the touch, contains acidic
water, rich in organic matter, retains water,
stores nutrients, not fertile, improves soil
buffering, well-aerated, found in bogs,

mixed in soil to improve structure.

Il. Literature Survey

In the paper [1] titled, Soil Classification
and Suitable Crop Prediction, the authors
state that the images captured have different
intensity of light and are not illuminated as
much as the mean value and the solution for
this is modulating the amazing camera
exactly will reduce this effect and also the
removal of artifacts is necessary by a

method called image rectification.

In the paper [2] titled, Soil Image
Segmentation and Texture Analysis: A
Computer Vision Approach, the image
segmentation process is divided into three
segments: the pre-processing wherein the
data is cleaned and the important features
from the images are extracted and then the
authors used various segmentation
KMeans, Watershed

Segmentation, Color Segmentation and

algorithm  like

Thresholding Segmentation.
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In the paper [3] titled, Image Analysis in
Soil Science, the authors sate that one
important process used in image analysis is
segmentation. Segmentation means that the
image is partitioned into segments
containing multiple pixels corresponding to
structural elements or other objects of
interest using techniques color spaces, pore

space analysis and Dye Tracers.

In the paper [4] titled, Soil Texture
Classification With 1d Convolutional
Neural Networks Based On Hyperspectral
Data, the authors evaluate the performance
of CNN approaches and compare them to a
random  forest
LUCAS(Land Use/Cover Area Frame
(LUCAS)
consisting of 22,000 datapoints of various

classifier using the

Statistical ~ Survey dataset

images.

In the paper [5] titled, Predicting soil
texture using image analysis, soil samples
were dried at for 48 h followed by grinding
using a Tecnosolo TE 330 soil grinder.
Samples were then sieved to < 2 mm,
bagged, and labelled and 7 variants namely
RGB, HSV, Grayscale, RGB + HSV, RGB
+ Grayscale, HSV + Grayscale, RGB +
HSV + Grayscale. PLS2 was employed
instead of PLS1 owed to the fact that these
samples present high correlation, r2=0.98.

Chemicals used for the testing is Sodium
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hydroxide (NaOH), Hydrogen peroxide
(H20).

In the paper [6], An Image Analysis
Algorithm for Soil Structure Identification,
the authors prepared the soil samples and
captured the soil tomographic slices and
applied with  contrast enhancement
technique on the original soil images thus
extracting the colour components from the
enhanced 1image. Then unsupervised
segmentation technique based on the
complete gradient clustering algorithm was
used for detecting the pore space from the

segmented images.

In the paper [7], Recent Trends Of Machine
Learning In Soil Classification: A Review,
states that with advancement of image
classification research procedures, many
advance techniques for classification such
as ANN, DT, SVM, Fuzzy classification
and KNN have